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ABSTRACT

In this thesis we use graph cut methods to solve the image segmen-
tation problem. Image segmentation is used to partition pixels of an
image that have a strong correlation (color, intensity, texture) into dif-
ferent regions such as object and background. Graph cut algorithms are
efficient ways to solve computer vision and computer graphics problems.
They use a graph model to represent the visual content and identify
the optimal cuts that divide the image into regions by energy function
optimization. The energy function includes a data and a smoothness
term, and is embedded in a weighted and directed graph. The optimal
solution is obtained by finding a minimum cut.

First, we will study mathematical methods and algorithms for im-
age segmentation using graph optimization. Next, we will study and
compare multiple graph cut techniques including methods that approx-
imate geodesic distances for segmentation. We will study implementa-
tions of the main graph cut technique and apply it to color and gray
scale images using MATLAB software. Then, we will test these graph
cut techniques at different levels of noise to see how the noise influences
the segmentation accuracy. After that, we will validate and compare
these techniques on standard and medical data sets. Finally, we will
measure segmentation accuracy using a function that uses the color
error, region size, and the number of final region.

The goal of this thesis is to show that graph-based techniques can
be used to delineate the objects in a visual scene for applications in

computer vision and biomedicine.
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Chapter 1
INTRODUCTION

1.1 Image Segmentation

Image segmentation is the process of partitioning an image into multiple seg-
ments. It began in 1970, but as of now there is no robust technique for solving the
segmentation problem. Image segmentation problems can be understood as parti-
tioning the image elements (pixels/voxels) into different categories. The main goal of
image segmentation is to distinguish objects from the background in an image. Image
segmentation can be viewed as a pattern recognition problem because it requires seg-
mentation of pixels. By constructing a graph from an image, segmentation problems
can be solved by using techniques for graph cuts in graph theory. The image seg-
mentation problem can be approached in many different ways, such as region-based
segmentation. boundary based segmentation, N-cuts, graph cuts and thresholding.
Each technique has its pros and cons. But, some techniques give a better segmenta-
tion than others. Some segmentation techniques don’t work for all images.

The main purpose of image segmentation is to divide an image into parts that
have a strong correlation with the objects or the background. The more information
you obtain prior to the segmentation process the better the outcome of the segmenta-
tion results. There are three main segmentation catagories: thresholding, edge based
n based segmentation. Image segmentation algorithms are

segmentation and regio

developed based on two basic properties of intensity values discontinuity based and

ed approach the partition is done based on

similarity based. In the discontinuity—b.ens1
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some rapid changes in gray level intensity of the image such as detection of isolated
points, detection of lines and edge detection. In the similarity based approach seg-
mentation is done based on grouping of pixels which are based on some features such
as thresholding, region splitting, region growing, clustering, region merging, k means

clustering and fuzzy ¢ means clustering.

1.1.1 Thresholding

Thresholding is a fast and simple image segmentation process. A threshold is
a brightness constant used to segment objects and backgrounds. Thresholding can
be done by first finding edge segments and then attempting to connect the segments
into the boundaries or; the pixels of an image are partitioned based on their intensity
value and/or properties of these values. Let f(z,y) represent an image composed of
light objects on a dark background. If a threshold T is selected that differentiates
the object and background, then any point (x,y) in the image where f(z,y) > T is
called a object point. If f(x,y) < T it is called an background point. Hence g(x,y)is

the segmented image defined by:

1, if f(z,y)>T
0, if f(z,y)<T

g(z,y) =

Global threshold, local threshold, semi threshold and variable threshold are some
of the different types of thresholds. The process given in the formula above is referred
to as global thresholding when T is a constant appropriate over an entire image. The
expression variable thresholding is used when the value of T’ changes over an image. If

the value of T at anv point (z,y) in an image depends on properties of a neighborhood
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of (x,y), then the terms local thresholding or regional thresholding can be used to
represent variable thresholding.

Threshold selection methods are used to determine threshold automatically. If
information after segmentation is known the threshold is selected to ensure that this
property is satisfied. The threshold can be determined as a minimum between the
two highest local maxima. The threshold of the optimal thresholding is determined as
the closest gray-level corresponding to the minimum probability between the maxima
of two or more normal distributions. Optimal threshold tend to result in minimum

error segmentation.

1.1.2 Edge-Based

Edge based segmentation detects edge pixels and then link them together to form
contours. Edge detecting operators are used to locate the edges of an image. The
edges found are the key component of the edge-based segmentation. Edges can be
identified using Laplacian, LoG, Gradient and Canny filtering. Edges are linked if
the magnitude of the gradient criteria is satisfied and if the direction of the gradient
vector criteria is satisfied.

There are many problems associated with edge-based segmentation the two most
common problems are, when the edges appear where there is no border and no edges
are present where borders exist. In edge relaxation, edge properties are considered as
neighboring edges. If there is an existence of a border then the local edge strength
increases. If there is no evidence of a border then the local edge strength decreases.
Using the global relaxation process continuous borders are constructed. There are

three types of region borders an inner, outer and extended. The inner border is always
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considered in the region but the outer borders are not. Extended border is a single

common border between adjacent regions.

1.1.3 Region-Based

Region based segmentation locates the middle of an object then it expands out-
ward until it reaches the boundary of the object. If a region based image segmentation
satisfies the following condition its segmentation is complete.

1)L-J;"]=1Ri =0

2)RRNR; =0 ,ifi#j

The maximum region homogeneity conditions H(R;) = TRUE when i = 1,2, S
(eq.2) and H(R;UR;) where i # j and R; adjacent to R;. Region based segmentation
considers gray-levels from neighboring pixels using one of the three basic approaches,
region merging, region splitting, and split-and-merge region growing.

In the region merging method, all pixels in the image are given a unique label
and is assigned to a region. Next, assess the neighboring regions of all regions and
decide if the similarity measure evaluates to true for all pairs of neighboring regions.
If the similarity measure is true for any two neighboring pixels then these pixels are
assigned the same label. Similarity measure in this case can be region minimum,
region maximum or region mean values etc. This process continues until no more
merging is possible. The order in which the regions are chosen will have an effect on
the results.

All pixels are seeds. Region growing process begins with a set of seeds either
predefined seeds or randomly chosen seeds. Then a similarity measure must be se-

lected based on gray level difference, texture or color. For example regions with



homogeneous gray level; the gray level difference similarity measure may be more
appropriate. For textured regions the texture feature may be suitable. There are
two methods that can be used to finish this segmentation process. The first one is,
seeds can be selected only from objects of interest then continue to grow regions as
long as the similarity criterion is satisfied. The second one is, seeds can be selected
from the entire range of gray levels in the image. Then grow regions until all pixels
in the image belong to a region. Some disadvantages to this process is finding a good
starting point and suitable criteria for similarity measure.

Split and merge region growing process separates the image into regions depend-
ing on a similarity measure. Then the regions are merged based on the same or
different similarity measure. First, similarity measure is chosen based on texture,
mean variance etc. Then the Original image is divided into four sub images. If any
sub image is not uniform based on the similarity measure, then that sub image is
divided into four more sub images shown in Figures 1.1 and 1.2. After each iteration,
compare neighboring regions and merge regions if it is uniform. Then, stop when no

further merging is possible. This method has the advantage of using both approaches.

1.1.4 Model-Based
Model based segmentation gives labels to pixels by matching the priori known

object model to the image data. This segmentation method assigns deterministic

labels to pixels by using low-level features (discontinuity and homogeneity).



e = -

Figure 1.1: Partitioned image [10].

Active Contours (Snakes)

Active contours provide an efficient way of segmentation of curves within an
image domain that can move under the influence of external and internal forces.
These forces are defined such that the snakes will form a border around an objects
boundary. Active contours are used to find the contour of an object by forming
a snake around its boundary. Active contours add priori information of properties
to the image before preforming segmentation. This makes the process of locating
boundaries easier.

The energy function for calculating snakes that we want to minimize is defined

by Es-nakes‘ = Linternal + Ec;zriernal + Econstramt where Ez‘nternal is the internal energy of

the snakes which depends on the key properties of the curve and is the sum of elastic

— 4 ) 4 g — l Y 2
energy and bending energy, defined by Einternat = Eelastic + Ebending = -fs ACARZ



Figure 1.2: Corresponding quad tree. R represents the entire region [10].

+8 | Vis |2)ds. Eegternal is the external energy of the snakes which is derived from
an image so that Ejp,q0. takes on its smaller values at the feature of interest, defined
by Eezt = f o Eimage(v(s))ds. The last term E,,qtrqint gives rise to external constraint

forces.

Level sets

In 1988, Osher and Sethian proposed an effective implicit representation for
evolving curves and surfaces known as level sets. Level sets allow for automatic
change of topology such as merging and breaking. These calculations are made on a
fixed rectangular grid. The segmentation of the image plane {2 is computed by locally
minimizing an appropriate energy functional defined by E(C) = -1 VvIC)|?

ds + vy f | Cy |2 ds + v2 Ik |Cys|?ds where Cs and Cj; represents the first and second

derivative with respect to the curve parameter s. — J | VI(C) |? ds is the external

energy which represents the image information. The last two terms represent the
of the contour which measures the stiffness and the length of the

escent equation 2% = —25) — F . The

internal energy

contour. By implementing the gradient d



8
boundary C is evolved from éome initialization in direction of the negative energy
gradient.

A given curve C is represented implicitly, as the zero level set of a scalar Lip
Schitz continuous function ¢ : @ — R which is also known as the level set function.

where ¢(z,y) > 0 in w, #(x,y) <0in QU w, ¢(x,y) =0 on dw. Figure 1.3.

Q-w

>0

Figure 1.3: A curve is given by the zero level set of function ¢, is the boundary
between the regions {(z,y) : ¢(z,y) > 0} and {(z,y) : é(z,y) < 0}
(27].

1.1.5 Graph-Based

Graph based segmentation models the impact of pixel neighborhoods on a given
cluster of pixels or pixel, given that the image is homogeneous. In graph based par-
titioning methods the image is represented as a weighted, undirected graph G(V, E)
where the pixels of a graph are represented as nodes (V) and edges (E) that connect
nodes belonging to neighboring pixels. As a result a grid graph is created. Figure

14.

The graph is represented by a W x H image that has n = W H nodes and

W(H-1)+ HW — 1) edges. The weight function w : E — R measures the
m = —

arity between the adjacent pixels. The graph is then partitioned into sub

dissimil



1%

Figure 1.4: Grid graph [2].

graphs depending on the similarity criterion.

1.1.6 Why Do We Use Image Processing? Applications

Image segmentation is useful when the content of an image needs to be analyzed.
Image segmentation is an essential tool in medical image analysis and is used in many
different applications. In medical imaging, image segmentation is used to locate tu-
mors and other pathologies. Analyze anatomical structures, brain MRI segmentation,
detect multiple sclerosis, tissue structures, cells, muscle blood vessels, quantification,
surgical planning and much more. Graph cut techniques are also useful in every day
applications such as image cropping, n dimensional image segmentation, colorization,
image reconstruction, image editing and more. Other applications of image segmen-
tation are facial recognition, machine vision, finger print recognition, stereo, traffic

control system and locate objects in a satellite etc.



Chapter 2
FUNDAMENTALS OF GRAPH THEORY

2.1 Graph Theory

An undirected graph G = (V,E) is defined as a set of nodes V and a set of
undirected edges E that connect the nodes V. In an undirected graph the set E
contains edges that connect unordered pairs of vertices. In an undirected graph
eij = €;; Where e;; € E every edge link has exactly two distinct vertices. By assigning
each edge a weight, the graph becomes an undirected weighted graph. A directed
graph is defined as a set of nodes (Vertices V) and a set of ordered pair of vertices V
or directed edges E that connect the nodes.

Every image can be represented as a graph. In graph theory a cut is a set of
edges ¢ € FE such that the two terminals become separated on the induced graph
G = (V, E/C). Denoting a source terminal as S and sink terminal as T', a cut (S, T)
of G = (V,E) is a partition of the vertices into S and T = V/S into two disjoint
subsets such that ¢ € T and s € S. Every cut has a cost that is defined as the sum
of the edges. Two basic cuts in graph theory are minimum cut and maximum cut. A
cut is minimum when the size of the cut is not larger than the size of any other cut.

A cut is maximum when the size of the cut is not smaller than the size of any other

cut.

2.1.1 Definitions

(http://www.tut orialspoint.com/ graph_theory/graph_theory_fundamentals.

htm) 10
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Point

A point is a precise position in a one dimensional, two dimensional, or three-
dimensional space. A point can be represented as a dot. Points are denoted by a
letter in the alphabet.

Figure 2.1: Example of a point.

Line
A line connects two points. It can be represented by a solid line.

as— e b

Figure 2.2: Example of a line.

Vertex

A vertex or node is a point where multiple lines intersect. A vertex also can be

represented by a letter of the alphabet.

® a

Figure 2.3: Example of a vertex.

Edge

An edge (arc) is a line that connects two vertices. Edges can be formed from a

single vertex, without a vertex an edge cannot be formed.
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as———e b
Figure 2.4: Example of an edge.
Graph

A graph G is defined as G = (V, E) where V is a set of all vertices in the graph

and E is the set of all edges in the graph.

a b

Ce d

Figure 2.5: Example of a graph.

Adjacency

In a graph, two vertices are said to be adjacent, if there is an edge between
the two vertices. The adjacency of vertices is maintained by the single edge that is
connecting those two vertices.

In a graph, two edges are said to be adjacent, if there is a common vertex

between the two edges. the adjacency of edges is maintained by the single vertex that

is connecting two edges.

Cycle

A cycle is a path that starts and ends with the same vertex.

Tree

A tree is a connected, acyclic graph.
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d e f

Figure 2.6: Point ’a’ and ’b’ are adjacent vertices. Line ’ab’ and line ’be’ are adjacent
edges [18].

2.2 Image Processing Methods That Use Graph Theory

2.2.1 Normalized Cuts (N-Cuts)

In [10] the set of points in an arbitrary feature space are represented as a weighted
undirected graph G = (V, E). The nodes of the graph denoted V' are the points in the
feature space and the edges denoted E are formed between every pair of nodes. The
weight on each edge denoted w(i, j) is a function of the similarity between nodes ¢ and
J. By removing edge connection between two nodes a graph can be partitioned into
two disjoint sets A, B,AU B =V, AN B = &. The cut is the degree of dissimilarity
between the two disjoint sets. It can be computed as total weight of the edges that

have been removed. The cut is represented by the formula below:

cut(A,B) = Z w(u,v)

u€A,vEB

The ideal bi partitioning of a graph is the one that minimizes the cut value above.
The Normalized cut (N-cut) is a disassociation measure that computes the cut cost

as a fraction of the total edges connections to all nodes in the graph. The normalized



14

cut is represented by the formula below:

cut(A, B) cut(A, B)
assoc(A,V) = assoc(B,V)

Ncut(A,B) =

Where

assoc(A,V) = Z w(u,t)

u€A eV
is the total connection between nodes in A to all nodes in the graph. assoc(B,V) is
defined similarly. The normalized cut is used as the partitioning criterion. Researchers
showed that by embedding the normalized cut problem in the real value domain, an
approximate discrete solution can be found efficiently. By computing the optimal
partition of the normalized cut equation we obtain the following results:

2TD-Y?(D - W)D~'/?,
2Tz

Yy = arg.mznzrz():()

Where D is an N x N matrix with d on its diagonal and W is a NV x N symmetrical
matrix with W (i, j) — w;;. Researchers concluded that the real valued solution to
the normalized cut problem is found with the second smallest eigenvector of the
generalized eigensystem. These results show that the graph partitioning criterion
using graph cuts can be computed efficiently by solving a generalized eigenvalue

problem. The grouping algorithm consists of the following steps in Figure 2.7.

2.2.2 Graph Cuts

In this paper we discuss different methods of graph cuts. In graph cut technique

first we create a weighted, directed graph based on the original image. Object and
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/ Input I_magc /

Set up a weighted
graph G=(V, E)

| Set up weights w(i,j)

Solve (D-W)x- 3Dx

Bipartition the graph using the eigenvector
with the second smallest eigenvalue

VES |
Check stability of
the cut

yo |
Segmented image/

Figure 2.7: Flow chart for the N-cut grouping algorithm.

background seeds can be detected frequently by the use of prior information. Then
edge cost for s and t link are compared over the whole image. The max flow is then

found using max flow graph optimization. Finally the final s — ¢ cut solution defines

a partition or segmentation of the original image.
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2.2.3 Minimal Spanning Trees

A tree is a connected graph without cycles. When all the vertices of a tree are
connected it is called a spanning tree. A minimal spanning tree is a spanning tree of
connected, undirected graph where all the vertices are connected with the minimal
total weight for its edges. A minimal spanning tree is a spanning tree whose weights
is not larger than the weight of any other spanning tree. The weight of a tree is
the sum of the edges. A single graph can have many spanning trees. For the graph
G = (V,E), the spanning tree is E’ C E such that the subset of edges spans all
vertices. So that there are no cycles the number of edges is one less than the number

of vertices.

2.2.4 Registration

Image registration is the process of aligning or overlapping two or more images
of the same view taken at different angles or at different points in time. This process
involves labeling one image as the reference image. Geometric transformations are
applied to the other images so that they align with the reference image. A geometric
transformation maps locations in one image to new locations in another image and
it allows you to capture common features in different images. The main step of

the image registration process is to determine the correct geometric transformation

parameters.

2.2.5 Entropic Graphs
Entropic graph methods are used to approximate similarity measures for image

registration. Entropic methods use a matching criterion. This criterion can be de-
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fined as relative entropy of the feature distribution. Any graph whose normalized
total weights is a consistent estimator of a-entropy is an entropic graph. Minimum
spanning trees is an example of entropic graphs. Entropic graphs does not need to
compute histogram density in order to approximate information divergence in an at-
tempt to improve bias between good and bad image matches. Entropic methods can

take non-linear relations between features.



Chapter 3

METHODS OF GRAPH CUTS

3.1 Minimum Cut/ Maximum Flow

Graph cut algorithms are used to solve computer vision and computer graphics
problems. Graph cut algorithms preform optimal and accurate segmentation with
minimum cut and maximum flow. Graph cut segmentation use min cut/max flow
algorithms to partition an image into regions. A flow network is defined as a directed
graph where an edge has a nonnegative capacity. If f is a flow, then the net flow
across the cut (s,t) is defined to be f(s,t). Where f(s,t) is defined as the sum of all
edge capacities from S to T subtracted from the sum of all edge capacities from T to
S. The capacity of the cut (s,t) is ¢(S,T) which is the sum of the capacities of all
edges from S to T. A minimum cut is a cut whose capacity is the minimum over all
cuts of the graph G. A maximum cut is a cut whose capacity is the maximum over
all cuts of the graph. The optimal solution is obtained by finding the minimum cut.

Graph cuts solve a region based segmentation problem by using minimum cut
and maximum flow algorithms. The direct use of minimum cut maximum flow algo-
rithms was image reconstruction. Graph optimization algorithm were used for image
reconstruction by Boykov, Kolmogorou, Funka-Lee and Jolly. The method identifies
one or more points as the object or background. Background points are called seeds
and seeds serve as segmentation hard constraints. Soft constraints reflect boundary
and/or region information. The general version of the cost function C' calculated on

an image segmentation f follows the Gibbs model. The Gibbs model is defined by
18
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C(f) = Cata() + Comooth(s)-

The goal is to preform optimal graph cuts to minimize the cost function C(f).
We define an arc-weighted graph Gy = (V U {s,t}, E) with source and sink nodes s
and ¢ representing the object and background. s and ¢ are also called terminal nodes.
V' is the set of nodes corresponding to the image pixels. Segmentation labels are
represented by the terminal points s and ¢. The arcs E in Gy is the set of weighted
edges and can be represented as a an n link or an ¢ link. The n link connects
neighboring pixels whose cost is derived from the smooth term (Csmootn(s)). The t
link connect pixels and terminals with cost derived from the data term (Cata(s))-

Minimum cut maximum flow algorithm find the max flow from source s to sink
t, where the capacity of each is given by cost. The minimum cut is equal to the
maximum flow. The s-t cut in G partitions the set into two disjoint subsets s and ¢
by the saturation of arcs. The cost of the s-t cut is total cost of arcs in the cut. The
s-t cut with the minimum cost is the minimum s-t cut. Figure 3.1

Let I denote the set of image pixels. Let IV denote the set of all directed pairs of
pixels (c,p) where p,q € I. Let O be sets of image pixels of objects and background
seeds. Where O is a subset o fAV,B is a subset of V and ON B = @. When
each image pixel i, take a binary label L element of obj, bgd where obj are objects
and bgd is the background labels a segmentation is determined by the Label vectors

L ={Ly,Ly...L|I|}. The segmentation cost or energy function is given by C(L) =

R(L) + B(L) where X is the weight,

R(L) =Y _ Ry(Ly)

pel
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Figure 3.1: (a) Image with seeds (b) Graph (c) Graph cut (d) Segmentation result
[24].

is the region term and

B(L) = Z Bp,q(S(Lqu)

p,gEN
is the boundary term where

1, if Ly, #L
6(LypLy) = e

0, otherwise
In a graph cut segmentation seeds can be added to improve results. If seeds for

ohject and background form small patches, one can compete intensity priors P(I | O)

and P(I | B). Costs are defined by R,(obj) = —InP(I, | O), Ry(bgd) = —InP(l, |

B). B(p,q) = exp(— (12’;];’2 ”p?q“) where || p, ¢ || denotes the distance between pixels p, q.

As a result B(p, q) is high for small differences between image values | I, — I, |< ¢ .
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Cost B(p.g) is low for boundary locations where | I, — I, |< ¢
Most existing minimum cut maximum flow algorithms use the augmented path

method or the push-relabel method.

3.1.1 Augmented Path

Augmented paths algorithm work by pushing flow along non-saturated paths
from the source to the sink until the maximum flow in the graph is reached. Aug-
mented path algorithms continuously documents information about the distribution
of the current s/t flow denoted f among the edges G using a residual graph Gjy.
At the initialization, there is no flow from the source to the sink. With each new
iteration, the algorithm finds the shortest s/t path along the non-saturated edges of
the residual graph. If a path is found, then the flow is implemented by pushing the
maximum possible flow that saturates at least one of the edges in the path. Each
augment increases the total flow from the source to the sink f = f + df. Then a
new s — t path is found and then you keep repeating the previous steps until no new
path is found. The maximum flow is reached when any s/t path crosses at least one
saturated edge in the residual graph. Finally the s and ¢ graph nodes are separated
resulting in the partition. The use of the shortest path is an important factor that

improves theoretical running time complexities for algorithms based on augmenting

paths.

3.1.2 Push Relabel

Push-relabel algorithm for maximum flow optimization maintains a labeling of

nodes with a lower bound estimate of its distinct sink node along the shortest non-
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saturated path. Graph cut segmentation algorithm create an arc-weighted directed
graph corresponding to the image to be segmented. Then you determine the difference
between objects and background seed. By using source and sink nodes to connect all
seeds to either the source or sink. The algorithm pushes excess flow towards nodes
with smaller estimated distance to the sink. Now, determine the appropriate arc cost
with each link of the image and use maximum flow graph optimization to determine
the graph cut. The distance progressively increase as edges are saturated by push
operations. Flow that is not delivered to the sink is eventually drained back to the
source. The minimum s-t cut solution identifies the graph nodes that correspond to

the image boundaries, separating the objects and the background.

3.1.3 Boykov and Kolmogorov New Algorithm

Boykov, Kolmogorov developed a new algorithm in [3], in an attempt to improve
empirical performance of standard augmented path techniques on graphs in vision.
The new algorithm developed is based on augmented paths by building search trees
for detecting augmented paths. Two non-overlapping search trees are built one from
the source and one from the sink. In tree S, all edges from each parent node to
its children are non-saturated. In tree T, edges from children to their parents are
non-saturated. Nodes that do not belong to S or T are called free nodes. S C V,s €
S, T CV,teT,S(T = @. Nodes in a search tree can either be active (outer border
in the tree or passive (internal). Active nodes allow trees to grow by acquiring new
children (along non-saturated edges) from a set of free nodes. Passive nodes cannot
grow. An augmented path is found as soon as an active node from one tree detects a

neighboring node from the other tree SHOWN in Figure 3.2.
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Figure 3.2: Example of the search trees S (red nodes) at the end of the growth stage
when path (yellow line) from the source s to the sink ¢ is found. Active
and passive nodes are labeled by letters A and P, correspondingly. Free
nodes appear in black [3].

Algorithm [10]
1. Growth stage

Search trees S and T grow until they touch giving an s/t path
i The search tree expands.

ii Active nodes explore adjacent non-saturated edges and acquire new children

from a set of free nodes.
iii New nodes become active members of the corresponding search tree.

1v. When all neighbors of a given active node are explored, the active node becomes
passive.
The growth stage terminates if an active node encounters a neighboring node

that belongs to the opposite tree.
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2. Augmentation

The found path is augmented and search tree breaks into forest.
i Augments the path found at the growth stage

ii Since we push through the largest flow possible, some edge in the path become

saturated.

iii Some of the nodes in the tree S and T may become orphans. Basically the

edges linking them to their parents are no longer valid.
iv. The augmented phase may split the search tree S and T into forests.

v The source s and the sink ¢ are still roots of two of the trees, while orphans

from roots of all other trees.

3. Adaption

Trees S and T are restored.
i The goal of the adoption stage is to restore the single-tree.

ii Find a new valid parent for each orphan. Parent should be connected through

a non saturated edge.

iii If there is no qualifying parent, the orphan is removed from S or T and is made

into a free node. All the of its former children are orphans.

iv This stage terminates when no orphans are left. The search structures of S and

T are restored.
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v Since some orphan nodes in S and T may become free, the adoption stage

results in contraction of these sets.

After the 3rd stage is complete the algorithm returns to the growth stage. The
algorithm terminates when the search tree S and T cannot grow and the trees are

separated by saturated edges. Hence a maximum flow is achieved.

3.1.4 Chan Vese

Using graph cut optimization Chan Vese is a region based segmentation method
that implements graph cuts based on the Mumford Shah model. The Chan Vese model
minimizes the intra-region intensity variance and the Euclidean Length of the segmen-
tation boundary which is a geodesic in an image based N-D Riemann space (http://
cbia.fi.muni.cz/user_dirs/gc_doc/namespaceGc_1_1Algo_1_1Segmentation_1_
1ChanVese.html). Approximation using graph cuts is an alternative method for Rie-
mann metric. The energy functional which the chan vese model minimizes is defined

by

J

(f(2) — r)dz + X / (f() = co)?dz + | C |

Q2

Ecv(a CvaZ) = /\1/

197}

where

e f(z) is the image

e C is the contour separating the regions (foreground and background)
e ¢, is the mean intensity value of the background

® (, is the mean intensity value of the foreground

® ). \g, p are fixed parameters
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Chan Vese Algorithm

/ Input Image /

Create a graph
using current mean
intensity values

Find minimum cut by
optimizing E

Update mean
intensity values based
on new segmentation

YES |

If |Ac|+HAc,| >
convergence criterion

NO |

/ Segmented image /

Figure 3.3: Flow chart that represents Chan Vese algorithm.

3.1.5 Chan Vese Two Stage
Chan Vese two stage for graph cut optimization is computed by calculating the
original Chan Vese segmentation with a larger neighborhood only around a small

band around the boundary obtained in the first stage. The benefits of this approach

is a faster computation and less memory consumption.
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3.1.6 Mumford Shah

Mumford Shah model for image segmentation using graph cuts optimization is
based on a-expansion algorithm. The input image U consists of k piecewise constant
regions. Every region is characterized by the mean intensity of that region ¢;. The

energy functional being minimized is defined by

k
Bus(C.ereed = | C1+ 3N | (/) — a)fde
i=1 i

When the Mumford Shah model has two regions it is equivalent to the Chan Vese
model. Mumford Shah model is more generic then the Chan-Vese. Chan-Vese is a
special case of Mumford Shah technique for a piecewise constant model for foreground
and background. (http://cbia.fi.muni.cz/user_dirs/gc_doc/namespaceGc_1_

1Algo_1_1Segmentation_1_iMumfordShah.html)

Mumford Shah Algorithm
3.1.7 Rousson Deriche

The Rousson Deriche Bayesian Model for graph cut optimization is a regional
based foreground/background image segmentation method. The energy functional

which this method tries to minimize is defined by

ERD(C7 C],O'f, 62703) = A\/

e1(z)dz + )\/ ex(z)dz+ | C |
9

Q2
where
e f(z) is the input image

e (' is the contour separating the regions (foreground and background)
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/ Input Image /

Create a graph
using current mean
intensity values

Use a-expansion
algorithm to minimize
the energy functional

E,,s for a fixed ¢;

Update mean intensity
values based on new
segmentation

YES

sum*_ |Ac| >
convergence criterion

NO |

/ Segmented image

Figure 3.4: Flow chart that represents Mumford Shah algorithm.

e ¢, is the mean intensity value of the background

e ¢ is the mean intensity value of the foreground

e ) is a fixed parameters o and o2 is the intensity variance of the foreground and
hackground e is defined by ey = %c‘—)g + loga?

(http://cbia.fi.muni. cz/user_dirs/gc_doc/namespaceGc_1_1Algo_1_1Segmentation_

1_1RoussonDeriche.html)



Rousson Deriche Algorithm

/ Input I_mage / |

Create a graph
using current mean
intensity values

Find minimum cut by
optimizing Epp

Update mean
intensity values based
on new segmentation

If |Ac, [+HAc,|+HAo 2+
|Ac,?| > convergence
criterion

KO

/ Segmented image/

Figure 3.5: Flow chart that represents Rousson Deriche algorithm.

ves |
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Chapter 4
EXPERIMENTS, COMPARISON, RESULTS

4.1 Experiment 1

In Experiment 1 first, we segmented 200 images from the BSD database (https:
/ /v .eecs.berkeley.edu/Research/Projects/CS/vision/bsds/) using five dif-
ferent graph cut techniques (Original Graph Cut Method, Chan Vese, Chan Vese two
stage, Rousson Deriche, Mumford Shah). The Original Graph Cut technique was seg-
mented in color shown in Figure 4.3 and figure 4.4. Whereas the other four methods
were segmented in gray scale shown in Figure 4.1 and Figure 4.2. Then, we compared
the original image from the database to the segmented images. To compute segmen-
tation accuracy we use YLGC error function. This helped to determine how efficient
the segmentation was. This experiment was repeated three times at different noise
levels. We applied the Gaussian noise filter where the mean was set to zero and the
variance was set to 1 percent, 3 percent and 5 percent. In Table 4.1 we reported the
mean and standard deviation of YLGC over the BSD 200 data set for five different
graph cut techniques. Figure 4.5 and Figure 4.6 are graphs that represent the data

in Table 4.1.
YLGC is an equation created by J. Liu and Y.-H. Yang that measures the segmenta-

Nr
/| N .
YLGC = - uf . E ai?/\/card;

i=1

tion accuracy [21].

where

e h- height 30
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e - width

e ¢- number of image channels

e Np- number of final regions

e 0i2- color error over region i

e card;- number of pixels inside region ¢
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Example of Experiment 1: This figure shows the original and segmented
images of a ping wing on a dark background from the BSD 200 data
base and four different segmentations of the image. The first set of
images in the top left was segmented at 0 percent noise. The set of
images in the top right was the segmented at 1 percent noise. The set
of images in the bottom left was the segmentation at 3 percent noise.
The set of images in the bottom right was the segmented at 5 percent

Figure 4.1:

noise.

In Experiment 1, The Original Graph Cuts method cannot be compared to the
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Figure 4.2: Example of Experiment 1: This figure shows the original and segmented
images from the BSD 200 database of a couple of bears and four different
segmentations of the image. The first set of images in the top left was
segmented at 0 percent noise. The set of images in the top right was the
segmented at 1 percent noise. The set of images in the bottom left was
segmented at 3 percent noise. The set of images in the bottom right
was segmented at 5 percent noise.

other four methods: Chan Vese, Chan Vese Two Stage, Rousson Deriche and Mumford

Shah. These four methods create two regions (foreground and background) whereas

the Original Graph Cut Method creates a variable number of regions. Based on the

results obtained in Table 4.1 and Figure 4.5 the Mean YLGC and Standard Deviation

YLGC was identical for Chan Vese and Mumford Shah. This is because the Mumford

Shah algorithm is equivalent to the Chan Vese algorithm when Mumford Shah has

two regions. Chan Vese Two Stage segmentation cost is similar to the Chan Vese.
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Rousson Deriche had the lowest segmentation cost at each noise level. Therefore
Rousson Deriche method for graph cuts produced more accurate segmentation than
the other methods according to YLGC. Overall as the noise level is increased in the
Chan Vese, Chan Vese Two Stage, Rousson Deriche and Mumford Shah methods the
accuracy of segmentation decreases. This is shown in Figures 4.1 and 4.2. Therefore

these methods are more efficient when there is no noise present.

4.2 Experiment 2

Similar to Experiment 1, in Experiment 2 first we segmented 30 images from the
GT database (http://research.microsoft.com/en-us/um/cambridge/projects/
visionimagevideoediting/segmentation/grabcut.htm) using four different graph
cut techniques (Chan Vese, Chan Vese two stage, Rousson Deriche and Mumford
Shah). Then, we applied the Gaussian noise filter to all images in the database. The
Gaussian filter was controlled at 0 mean and the variance was changed to 1 percent,
3 percent and 5 percent. All of the four methods were segmented in gray scale shown
in Figures 4.7 and 4.8. Then, we compared the original image from the database
to the segmented images. To compute segmentation accuracy we use YLGC error
function. This helped to determine the efficiency of the segmentation. All of these
methods segment the images into two regions foreground and background. For every
image in the GT database there is a " perfect” segmented image that corresponds to
the original image. In Table 4.2 and Figure 4.9 we reported the mean and standard
deviation of YLGC over the GT data set for four different graph cut techniques.

The results obtained in Experiment 2 shown in Table 4.2 and Figure 4.9 indicate

similar trends in segmentation accuracy as Experiment 1 with respect to noise level
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and selected method. Overall, the Rousson Deriche method produced lower segmen-
tation costs than the other methods except for the case of no noise where it produces
approximately equal YLGC to the other methods. In addition, as the noise level
is increased the segmentation accuracy decreases for all methods. This is shown in

Figures 4.7 and 4.8.

4.3 Experiment 3

In Experiment 3, first we segmented 20 pQCT (peripheral Quantitative Com-
puted Tomography) images of the lower leg from the Shape modeling database using
the Original Graph Cut method. We attempted to segment the images into five sec-
tions (air, muscle, fat, cortical bone and endostial bone) shown in Figures 4.10, 4.11
and 4.12. Then, we compared the original image from the database to the segmented
images. To compute segmentation accuracy we use YLGC error function. In Table
4.3 we reported the mean and standard deviation of YLGC over the lower leg data
for the original graph cut technique.

Based on the examples and results of Experiment 3, the Original Graph Cut
technique was efficient in distinguishing the different components of the lower leg.
The air, muscle, fat, cortical bone and endostial bone was successively segmented

into different regions represented by different colors on the color map.
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Figure 4.3: Example of Experiment 1: This figure shows different stages of the
Original Graph Cut Methods of a building from the BSD 200 database.
The first set of images in the top left was segmented at O percent noise.
The second set of images in the top right was the segmented at 1 percent
noise. The set of images in the bottom left was the segmentation at 3
percent noise. The set of images in the bottom right was segmented at

5 percent noise.
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Figure 4.4: Example of Experiment 1: This figure shows different stages of the
Original Graph Cut Method of three owls from the BSD 200 database.
The first set of images in the top left was segmented at 0 percent noise.
The second set of images in the top right was the segmented at 1 percent
noise. The set of images in the bottom left was segmented at 3 percent
noise. The last set of images in the bottom right was segmented at 5

percent noise.
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Table 4.1: Results of Experinient 1: Mean YLGC and standard deviation YLGC of
five different graph cut techniques on BSD 200 database.
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Average Segmentation Error for Tested Graph
Cut Methods on BSD 200 Database
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Results of Experiment 1: Graph corresponding to the results of four
methods (Chan Vese, Chan Vese Two Stage, Rousson Deriche, Mumford
Shah) on the BSD 200 database shown in Table 4.1 at different noise
levels. The different bars represent the mean at that specific noise level
and the black error bars represents the standard deviation.
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iment 1: Graph corresponds to the results of the Origi-
Tlethod on the BSD 200 Database shown in Table 4.1 at
rent bars represent the mean at that

black error bars represents the standard
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Figure 4.7: Example of Experiment 2: This figure shows the original and segmented
image of a banana from the GT database and four different segmenta-
tions of the image. GT labels represents what a ” perfect” segmentation
should look like. The first set of images in the top left was segmented at
0 percent noise. The set of images in the top right was the segmented
at 1 percent noise. The set of images in the bottom left was the §eg-
mented at 3 percent noise. The last set of images in the bottom right

was segmented at 5 percent noise.
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Figure 4.8: Example of Experiment 2: This figure shows the original and segmented
image of a book on a Table from the GT database and four different
segmentations of the image. GT labels represents what a "perfect”
segmentation should look like. The first set of images in the top left
was segimented at 0 percent noise. The set of images in the top right
was the segmented at 1 percent noise. The set of images in the bottom
left was the segmented at 3 percent noise. The set of images in the
bottomn right was the segmented at 5 percent noise.
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0.0115
0.0118

0.0346
0.0382
0.0209
0.0346

Table 4.2: Results of Experiment 2: Mean YLGC and standard deviation YLGC of
four different graph cut techniques of 30 images from GT database.

Table 4.3: Results of Experiment 3: Mean YLGC and standard deviation YLGC of
- Original Graph Cut Technique on lower leg.
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Average Segmentation Error for Tested Graph
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Figure 4.9: Results of Experiment 2: Graph corresponds to the four methods in
Table 4.2. The different bars represent the mean at a specific noise
level and the black error bars represents the standard deviation.
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Figure 4.11: Example of Experiment 3: Shows the original and segmented image

of the lower leg.
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Figure 4.12: Example of Experiment 3: Shows the original and segmented image

of the lower leg.



Chapter 5
CONCLUSION

In this thesis we presented Graph Cuts methods for image segmentation. Image
segmentation is the process of extracting the main object of interest from the image.
We evaluated segmentation accuracy over BSD 200, GT masks and lower leg medical
images. The method used to evaluate segmentation accuracy was the YLGC error
function. Graph Cuts segmentation techniques produce useful segmentation results
for standard and medical images. Different methods work better for different images.
Some methods work better on noisy images and some methods work better when
there is no noise on an image.

This work can be extended in the following ways: 1. develop different objective
functions for optimization, 2. apply graph cuts to regions entities instead of pixels to
improve segmentation accuracy, 3. include region based texture and color features in
object and background prototypes, and 4. segment different organs and anatomical

structures in medical imaging data.
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