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ABSTRACT

In this dissertation we study the Transformation Optics Finite Difference Time-Domain

(TO-FDTD) method. We show how applying a coordinate transformation can be employed

to map an irregular mesh to a cartesian mesh. We apply the anisotropic FDTD method to

solve the transformed Maxwell’s equation in the new transformed grid. To validate our

claim we model the local field near the metallic nanoparticles and superscattering. The TO

method achieves the same level of accuracy or more with half the grid size mesh as the

standard FDTD, and the computational cost is reduced compared to the standard FDTD

method.
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Chapter 1

INTRODUCTION

1.1 Introduction

In this work we study the well known Maxwell’s Equations for electrodynamics. These

equations were published in 1861 by a Scottish physicist and mathematician by the name

of James Clerk Maxwell. These equations are composed of an electric field and a magnetic

field, thus they show the existence of electromagnetic waves propagating through vacuum

and matter. The equations are known as Gauss’s Law, Guass’s Law for Magnetism,

Faraday’s Law of Induction, and Ampere’s Law. To solve the Maxwell’s equations Kane

Yee developed an algorithm in 1966, which employs second-order central differences that

approximates both spatial and time derivatives that arise in Maxwell’s equations Faraday’s

and Ampere’s Laws. This algorithm is commonly know as the Finite Difference Time

Domain Method (FDTD) [1, 2]. This method is probably one of the most popular methods

in computational electrodynamics. However at times this method can become quite

expensive computational wise. Many times when given a large computational domain with

small structures present, the cost of resolving these structures require a lot of computer

storage which increases the computation time. Other numerical techniques have also been

used to solve these equations such as, method of moments (MOM), finite element method

(FEM) [3], and hybrid implicit-explicit finite difference time domain method [4]. We chose

this method because of the level of accuracy in which it achieves while having its simplicity

in implementation. A lot of extensive research has been done with the FDTD method in

regards to solving the Maxwell’s equations. Researchers modeled different types of

materials using this method.

In this work we present a novel local mesh refinement algorithm based on the use of

transformation optics [5]. We solve Maxwell’s equations using the FDTD method through
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a coordinate transformation. Transformation optics (TO) is a method that can control the

propagation of light due to the invariance of Maxwell’s equations under a geometrical

transformation [7]. Transformation optics has found wide applications in designing novel

electromagnetic (EM) devices such as invisibility cloaks, hyper-lens, waveguides, and

superscatterers [7]. Researchers in optics have shown great interest in the field of

transformation optics (TO) because of the ability to control the electromagnetic fields into

needed spatial patterns and to support surface plasmon polariton surface waves [3].

Transformation optics has successfully provided analytical solutions to various problems in

plasmonics. Its potential resides in its ability to relate highly symmetric structures to more

complex ones [6]. The TO method maps the original geometry into a more symmetric

geometry which improves the efficiency and gives more physical insight through revealing

hidden symmetries [8]. One of the major advantages of the TO method is the proven

stability property of the numerical methods applied to the anisotropic Maxwell’s equations.

In comparison to the standard FDTD method, the TO method shows significant

improvement of efficiency without losing accuracy. One example shown [5] is the resolving

of a metallic bow tie structure with a small gap of 10 ∼ nm, the TO-FDTD method speeds

up the simulation for more than 300 times.

One of the applications we will consider in this work is the modeling of superscattering of

dispersive materials. Superscattering is a phenomenon of the nanoparticles with scattering

cross section from a subwavelength object exceeding the single channel limit[9]. Graphene

is a one atom thick layer of carbon atoms arranged in a honeycomb lattice that has unique

optical features and optoelectronic properties [6]. One of the most interesting features of

graphene is that its conductivity and permittivity can be tuned by a biasing electrostatic

or magnetostatic field and it can support highly confined surface plasmon polariton (SPP)

surface waves [3]. More interesting properties of graphene are magnetically induced

gyrotropy, its linear dispersion characteristic, which results in high electron mobility not
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achievable in semiconductors, and the tunability of its conductivity due to a specific

hybridization that produces unoccupied atomic orbitals vertical to the graphene surface

[10]. In chapter two, we give a more conceptual description of Maxwell’s equations along

with its constitutive relations. We show how the Finite-Difference Time Domain method

discretizes these equations and how update equations are derived. We then show how these

equations model incident plane waves in one dimension and two dimensional spaces. We

also discuss an absorbing boundary condition commonly referred to as The Perfectly

Matching Layer (PML) Boundary. After discussing the PML boundary we show how the

FDTD method can model dispersive material. Chapter three is where we introduce The

Transformation Optics method. We first give an introduction of the method by giving a

brief history on how the TO can be adopted in the FDTD Maxwell solver to improve

efficiency. We then discuss the steps of the TO based Maxwell’s solver and the coordinate

transformation that is made to change a certain region in a given material and how the TO

method can model dispersive material. Chapter 4 shows the numerical simulations and the

comparisons of the standard FDTD method and the TO method. Finally chapter five is

the conclusion.

1.2 Literature Review

Superscattering of Light from Subwavelength Nanostructures: Ref [13] shows that

a superscatterer could be design by creating resonance in large numbers of channels by

making sure that the resonances all operate in the strong over coupling limit and also

aligning the different resonant frequencies. When a sub-wavelength object is a single atom

in a three dimensional vacuum, its scattering cross section is
(2l + 1)λ2

2π
at the atomic

resonant frequency, where l is the total angular frequency. This limit becomes
3λ2

2π
for a

given typical electric dipole transition. A nanorod which consisted of multiple concentric

layers of dielectric and plasmonic materials was considered. The plasmonic material is
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described by the Drude model with ε = 1−
ω2
p

ω2 + iγdω
, where ε is the relative permittivity,

ωp is the plasma frequency, ω is the incident frequency, and γ is the damping term. They

were able to show that the maximum single channel limit of a particle’s cross section could

be enhanced significantly whether loss was present or not. The first case is the loss less

case. In the loss less case γd = 0, it is shown that the resonance of the nanorod satisfies the

whispering gallery condition. So for a given plasma frequency the single channel limit is

enhanced by more than two times the given single channel limit. In the lossy case, the

damping term γd takes into account the bulk and the surface scattering effect. For the

same given plasma frequency the single channel limit is still enhance by at least two times

the single channel limit.

Tunable deep-sub wavelength superscattering using graphene monolayers: In

[14] graphene monolayers are used for the first time to design a superscatterer. This work

shows that sub wavelength objects can be scaled down to deep-sub-wavelength objects and

their scattering cross sections become extremely far below the single channel limit and the

original structures can not be scaled down directly for superscattering purposes. It was

proposed that a layer of graphene be added to the dielectric material to design the

superscatterer. By adding a layer of graphene to the material they were able to enhance

the scattering cross section of a particle by six orders of magnitude. The applicability for

dielectric media with different permittivities and different incident frequencies are analyzed

by utilizing the tunability of surface conductivity of graphene. A transverse magnetic

polarized incident plane wave normally incidents onto an infinite graphene coated

cylindrical dielectric medium is considered. The surface conductivity of graphene is what is

modeled. The surface conductivity is modeled the Kubo’s formula
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σg(ω, µc,Γ, T ) = σintra + σinter where

σintra =
ie2kbT

π~2(ω + i2Γ)

[
µc
kBT

+ 2 ln(e
− µc
kBT + 1)

]
,

is due to intraband and

σinter =
ie2(ω + i2Γ)

π~2

∫ ∞
0

fd(−ε)− fd(ε)
(ω + i2Γ)2 − 4

(
e
~

)2dε,
is due to interband where −e is the charge of an electron, ~ =

h

2π
is the reduced Plank’s

constant, ω = 2πf is the angular frequency of the incident field, Γ is the phenomenological

scattering rate that is assumed to be independent of the energy ε fd(ε) =
1

(e(ε−µc)/kBT + 1)

is the Fermi Dirac distribution, kB is the Boltzmann’s constant, T is the temperature and

µc is the chemical potential that can be tuned by a gate voltage. Finally they show that

the two conditions are satisfied to achieve superscattering. First is the tuning of the

permittivity, where the coating layer was determined to satisfy this condition. The tuning

of the permittivity is one of graphene’s most interesting features and the second one was

optical loss was determined by the coating layer being small enough to satisfy this

condition.

An FDTD Model of Graphene Intraband Conductivity; Ref [10] shows a model of

magnetized graphene gyrotropic conductivity in this work. It is shown on the basis of

equivalent circuit representation that a static magnetic bias changes a Drude dispersion

characteristics of graphene into an extended Lorentz model supplemented with an

additional baranch accounting for the induced gyrotropy. The most common representation

of graphene is based on a Drude conductivity model

σD = σ0
1

1 + jωτ
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which is frequently applied to the modeling of conductive materials at high frequencies.

Intraband conductivity of graphene can be accurately represented by,

σxx = σ0
1 + jωτ

(ωcτ)2 + (1 + jωτ)2
(1.1)

σyx = σ0
1 + jωτ

(ωcτ)2 + (1 + jωτ)2
, (1.2)

where xx, (yx) denotes a diagonal (off diagonal) component of a two dimensional

conductivity tensor, σ0 is the static conductivity, τ is the scattering time, and ωc is the

cyclotron frequency. An ADE-FDTD model of intraband conductivity of magnetized

graphene is developed and validated by computational examples in this paper.

Interactions between graphene-coated nanowires revisited with transformation

optics: Ref [8] studies the interaction between two dielectric-core graphene shell

nanowirers. The scattering and absorption as well as the field distributions are analytically

derived. The results are polarization independent multi-frequency Fanodips. The localized

surface plasmon modes of single graphene-coated nanowires can interact with each other to

form pairs of bonding and anti-bonding modes, which will further split apart when

increasing the coupling strength. Drawbacks are an analytical solution of the optical

response of a two dimensional core-shell dimer can be obtained by using Mie scattering

theory, however this strategy involves higher-order cylindrical harmonics whose treatment

can be computationally consuming. By mapping the original geometry to a more

symmetric geometry, the efficiency is improved and more physical insights are gained

through hidden symmetry. Indium antimonide is chosen in the calculations as a

counterpart to graphene for its small energy band gap and large electronic mobility. The

traditional transformation theory cannot be applied to graphene coated structures because,

unlike the in-plane permittivity, the conductivity of graphene is no longer preserved under
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the transformation. So they define a conformal mapping. Under this conformal map the

in-plane components of the electric permittivity are conserved. A spatially dependent

conductivity of graphene is introduced in the transformed frame. It shown that this spatial

dependence may break rotational symmetry in the transformation but, it only causes minor

complications to the problem. A dimer system is transformed into an annular system with

much more symmetry. It is assumed that the cores of the dimer are comprised of

homogeneous dielectrics defined by a permittivity εs. The conductivity of the graphene is

spatially variant in the transform but, that independence is eliminated by the deriving of a

tridiagonal system of equations. Once this is done then system is validated through

numerical simulations.

Transformation Optics Using Graphene: In Ref [18], Noble metals like silver and gold

have been used many times in the past to construct optical metamaterials. However,

problems arise when it became difficult to control the permittivity of the metals and the

existence of high material loss. These drawbacks degrade the quality of plasmon resonance

and limit the relative propagation lengths of surface polariton plasmon waves. This puts a

constraint on the functionality of the metamaterials and transfomation optical devices. Ref

[18] shows that graphene can serve as a platform for metamaterials and transformation

optical devices. It is shown that with the proper choice of conductivity, spatial patterns

across the graphene provide exciting possibilities for tailoring, manipulating, and scattering

IR SPP wave signals across the graphene. With the given parameters T = 3K

Γ = 0.43meV and µc = 0.15ev where T is the temperature, Γ is the scattering rate, and µc

is the chemical potential, the highly compressed mode offers an effective SPP index of

69.34. A SPP surface wave to reflect or refract on this sheet of graphene can be engineered.

Dispersion HIE-FDTD method for simulating graphene based absorber: In

Ref.[4] a graphene based absorber is designed by a new hybrid implicit-explicit

(HIE-FDTD) method. A few improved methods have be proposed to design this graphene
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device but as the Courant-Friedrich-Levy (CFL) stability condition is mainly limited by

the smallest cell, these methods become computationally expensive when they are used to

simulate these devices. The time step size of this method is only related to two space

discretizations instead of the smallest one. In one example it is shown where using the

standard FDTD method to model a graphene based absorber device took approximately

17Ks where as with the dispersion HIE-FDTD method it only took 2s and the final

example the standard FDTD method takes approximately 85Ks whereas the dispersion

HIE-FDTD method only took 100s. So clearly this method is accurate and can reduce the

amount of computational time significantly. In this method, graphene is treated as an

infinitesimally thin conducting surface. Since graphene is a dispersive medium, the ADE

method is used to assist in the deriving of the update equations. Once these update

equations are derived the graphene based absorber is simulated and the efficiency is

validated through the comparison of time.

A Simple FDTD approach for The Analysis and Design of Graphene Based

Optical Devices: In Ref. [3] for the first time the Maxwell curl equations with a

normalized flux density in the FDTD method are used to simulate graphene material. No

modification is needed for the graphene conductivity in the curl equations because the

equations become independent of the material. The normalized flux density becomes a

function of frequency as the conductivity and permittivity of graphene is frequency

dependent. Graphene is modeled by a surface conductivity equation. The conductivity in

Maxwell’s equations is associated as volumetric conductivity instead of surface

conductivity. Volumetric conductivity is calculated from surface conductivity divided by

the thickness of a graphene sheet. The curl equations are expressed in the normalized flux

density instead of the electric field because the current density creates more computational

expensive and the equations get into a more difficult form with the graphene conductivity

which is a non-linear function of frequency.
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Tunable Invisibility Cloaking Using Isolated Graphene Coated Nanowires and

Dimers: Ref [20] finds that to reduce the scattered signal from subwavelength particles,

materials need an extremal value of the permittivity/permeability. Graphene possesses

these characteristics for the use in optoelectronic devices in the infrared and terahertz

region because of the ability to mold the surface current with low loss. A lot of different

methods have been proposed with plasmonic compounds, using a dipole moment of

opposite phase to attain a scattering cancellation, so this Ref [20] they extend the previous

concept by employing a p-polarized incident plane wave that illuminates a graphene coated

dielectric nanowire in order to get near the fundamental localized surface plasmon

polariton. They look at the illumination of a graphene coated nano-cylinder by a plane

electromagnetic wave in the far infrared range of frequencies. An analytical formula is

derived for fast evaluation of the spectral window with a significantly reduction in

scattering efficiency for a sufficiently thin cylinder. As a result, this polarization dependent

effect leads to a tunable resonant invisibility that can be achieved by a modification of the

grahene chemical potential monitored by a gate voltage.

Design of Ultra-Compact Graphene-Based Superscatterers: In [19] they show how

the method of dispersion engineering can be used to design an ultra-compact graphene

based superscatterer. Many approaches have been taken to design these types of

superscatterers such as the overlapping of multiple resonances. First it is shown that the

applicability of the Bohr model to graphene based structures is shown by taking the

dielectric graphene air cylindrical structure as an example,next they sow the validation of

the Bohr model when multiple dispersion curves exist simultaneously. The resonance peaks

from the first and second order scattering terms are overlapped by engineering the

dispersion relation of the equivalent plasmon waveguide. Finally they design the

superscatterer by the dispersion engineering.

Design of a Sub wavelength Superscattering Nanoshpere: Ref [21] talks about

9



designing a superscattering nanosphere with a plasmonic-dielectric-plasmonic layer

structure. This paper shows that the scattering cross section of such a particle can be

enhanced significantly by employing multiple resonances with different total angular

momenta, and by ensuring that all these resonances have almost the same frequency and

operate in the same over coupling region.many applications stem from the enhancing of the

scattering cross section of a subwavlength nanoparticle such as imaging, bio medicine, and

photovoltaics. Prior strategies in this design included creating a resonance in channels with

high total angular momentum, however this work sought to create an accidental

degeneracy of the resonant modes with different total angular momenta. The advantage to

this is that you can exploit the channels with a smaller total angular momentum because

they are typically less susceptible to loss and more stably stay in the over coupling region.

In a previous work of these authors, in designing a superscatterer, a nanorod was

considered that consisted of concentric metal-dielectric-metal layer. The metal is describe

by the Drude model

εm = 1−
ω2
p

ω2 + iγdω
.

Here in this work they show that this idea can be extended to a three dimensional case.

Similar to their previous work, they first investigate the loss less case where γd = 0, here in

the nanosphere the resonances are of the whispering gallery and the modes are all

degenerate, therefore the planar structure will change into near degeneracy in the

nanosphere between modes of different angular moment.
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Chapter 2

FDTD METHOD

2.1 Maxwell’s Equation

Maxwell’s Equations [1] are a set of differential equations which govern electromagnetic

wave propagation through vacuum and matter. These equations are composed of the

electric field, the magnetic field, the electric flux density, and the magnetic flux density.

Constitutive relations define the relationships between the electric field, and the electric

flux density, the magnetic field, and the magnetic flux density. These relations show how

the electric field and the magnetic field relate to different sources, charge densities, and

current densities. In addition to that, they show their interaction with other materials and

how they develop with time. Maxwell’s equations are known as Gauss’s Law, Gauss’s Law

for Magnetism, Faraday’s Law, and Ampere’s Law. Gauss’s Law shows how the electric

field and the electric charges that are generated are related. Electric fields diverge from

positive charges and converge on negative charges. If there are no charges then the electric

field will just form loops. Guass’s Law for Magnetism says that there is no relationship

between electric charges and magnetic charges but rather the magnetic field is mainly

generated by a dipole that has no magnetic charge at all. The magnetic field always form

loops. Furthermore, Faraday’s Law states that a changing magnetic field can induce an

electric field. Conversely, an induced electric field can create a change in the magnetic field.

Ampere’s Law states that the magnetic field can be generated by an electric current.

The time-dependent Maxwell’s equations are as follows [1],

Faraday’s Law,

∂ ~B

∂t
= −5× ~E, (2.1)
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Ampere’s Law,

∂ ~D

∂t
= 5× ~H, (2.2)

Gauss’s Law,

5 · ~D = ρ, (2.3)

Gauss’s Law for Magnetism,

5 · ~B = 0. (2.4)

Here ~E is the electric field in volts per meter, ~D is the electric flux density in coulombs per

square meter, ~H is the magnetic field in amperes per meter, ~B is the magnetic flux density

in weberes per square meter, and ρ is the free charge density. These curl equations predict

electromagnetic waves. The divergence equations and the curl equations are what produce

the fields. Now for nondispersive, isotropic, linear material we can show the relationships

between the electric field ~E, and the electric flux density ~D, the magnetic field ~H, and the

magnetic flux ~B as,

~D = ε ~E, (2.5)

and

~B = µ ~H, (2.6)

where µ is the permeability in henrys per meter and ε is the permittivity in farads per

meter. These equations are the constitutive relations mentioned earlier. Constitutive

relations show how the fields interact with materials. The permittivity is a measure of how

well a material stores electric energy. A circulating magnetic field induces an electric field

at the center of the circulation in proportion to the permittivity. The dielectric constant of

a material is its permittivity relative to the permittivity of free space ε0. The permeability

is a measure of how well a material stores magnetic energy. A circulating electric field
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induces a magnetic field at the center of the circulation in proportion to the permeability.

The relative permeability of a material is its permeability relative to the permeability of

free space µ0.

Now substituting (2.5) and (2.6) into (2.1) and (2.2) we get the following Maxwell’s curl

equations,

µ
∂ ~H

∂t
= −5× ~E, (2.7)

and

ε
∂ ~E

∂t
= 5× ~H. (2.8)

Note that each vector is a three dimensional vector. Therefore if we were to write out the

vector components of the curl operators in (2.7) and (2.8) we would have six coupled scalar

equations that are equivalent to the Maxwell’s equations in three dimensions. These

equations can be reduced to one dimensional and two dimensional equations by assuming

that the fields are only dependent upon one or two space variables.

2.2 FDTD Method

The Finite Difference Time Domain (FDTD) method [1, 2] is a very popular method used

to numerically solve Maxwell’s Equation in the time domain using finite difference

approximations. Its popularity is due to its simplicity, stability, and ability to easily couple

a large variety of material models. The FDTD method employs finite differences as

approximations to both the spatial and temporal derivatives that appear in Maxwell’s

equations. The FDTD method computes electric and magnetic fields on space-time

staggered grids with centered difference and leap frog updates in the temporal domain.

Key advantages of the FDTD method include divergence free and dissipation free.

Consider the Taylor series expansion of the function f(x) expanded about the point x0
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with an offset of ±δ
2

,

f

(
x0 +

δ

2

)
= f(x0) +

δ

2
f ′(x0) +

1

2!

(
δ

2

)2

f ′′(x0) +
1

3!

(
δ

2

)3

f ′′′(x0) + ... , (2.9)

f

(
x0 −

δ

2

)
= f(x0)−

δ

2
f ′(x0) +

1

2!

(
δ

2

)2

f ′′(x0)−
1

3!

(
δ

2

)3

f ′′′(x0) + ... . (2.10)

Subtracting the two equations, yields

f

(
x0 +

δ

2

)
− f

(
x0 −

δ

2

)
= δf ′(x0) +

2

3!

(
δ

2

)3

f ′′′(x0) + ... . (2.11)

Now if we divide through by δ we obtain the following equation

f

(
x0 +

δ

2

)
− f

(
x0 −

δ

2

)
δ

= f ′(x0) +
1

3!

(
δ

2

)2

f ′′′(x0) + ... . (2.12)

From (2.12) we see that the left hand side of the equation is equal to the derivative of the

function. We can denote the remaining terms as O(δ2). Thus we have,

df(x)

dx

∣∣∣∣∣
x=x0

=

f

(
x0 +

δ

2

)
− f

(
x0 −

δ

2

)
δ

+O(δ2). (2.13)

Since the lowest power of δ being ignored is second order, the central difference has

second-order accuracy or second-order behavior. This implies that if δ is reduced by a

factor of 10, the error in the approximation should be reduced by a factor of 100. For a

sufficiently small δ we can disregard the terms represented by O(δ2) which will give us

df(x)

dx

∣∣∣∣∣
x=x0

=

f

(
x0 +

δ

2

)
− f

(
x0 −

δ

2

)
δ

. (2.14)
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Taking the limit as δ → 0 we approach an exact solution. We have now obtained a

second-order central difference.

The FDTD algorithm was first proposed by Kane Yee in 1966 for the lossless material case

ρ = 0. The algorithm employs second-order central differences. The staggered location of

the ~E and ~H components in the Yee grid and central difference operations on these

components enforce the two Gauss’s Law relations, therefore the mesh is divergence free

with respect to its electric and magnetic fields and also enforces the absence of free electric

and magnetic charge in the source free space being modeled [1]. The FDTD algorithm can

be summarized as follows:

1. Replace all the derivatives in Ampere’s Law and Faraday’s Law with finite

differences. Discretize space and time so that the electric and magnetic field are

staggered in both space and time.

2. Solve the resulting difference equations to obtain update equations that express the

future (unknown) fields in terms of the past (known) fields.

2a Evaluate (update) the magnetic fields one time-step into the future so they are now

known.

2b Evaluate (update) the electric fields one time-step into the future so they are now

known.

3. Repeat the previous two steps (2a & 2b) until the fields have been obtained over the

desired duration.
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2.2.1 FDTD In 1D

Consider the following transverse electromagnetic TEM mode z-polarized x-directed one

dimensional Maxwell’s equations,

µ
∂Hy

∂t
=
∂Ez
∂x

, (2.15)

and

ε
∂Ez
∂t

=
∂Hy

∂x
. (2.16)

Let

H
n+ 1

2
y

[
i+

1

2

]
= Hy

(
t0 +

(
n+

1

2

)
4t, x0 +

(
i+

1

2

)
4x
)
,

and

En
z [i] = Ez (t0 + n4t, x0 + i4x) .

Replacing each derivative with finite differences we get,

µ

Hn+ 1
2

y

[
i+ 1

2

]
−Hn− 1

2
y

[
i+ 1

2

]
4t

 =
En
z [i+ 1]− En

z [i]

4x
, (2.17)

and

ε

(
En+1
z [i]− En

z [i]

4t

)
=
H
n+ 1

2
y

[
i+ 1

2

]
−Hn+ 1

2
y

[
i− 1

2

]
4x

. (2.18)

Solving for H
n+ 1

2
y

[
i+ 1

2

]
and En+1

z [i] we get the following,

H
n+ 1

2
y

[
i+

1

2

]
= H

n− 1
2

y

[
i+

1

2

]
+
4t
µ4x

(En
z [i+ 1]− En

z [i]) , (2.19)

and

En+1
z [i] = En

z [i] +
4t
ε4x

(
H
n+ 1

2
y

[
i+

1

2

]
−Hn+ 1

2
y

[
i− 1

2

])
. (2.20)
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Thus equations (2.19) and (2.20) are update equations for the electric and magnetic field.

Figure 2.1 shows an example of a one dimensional plane wave of the electric field

0 20 40 60 80 100 120 140 160 180 200

x

-1.5

-1

-0.5

0

0.5

1

1.5

E

Figure 2.1: One dimensional plane wave of the electric field distribution

distribution in the x - direction. Max time is set to 300 steps. The incident source

E = sin (ωt) at the center of the domain with ω =
2πc

λ
is the power source inside a 200

grid point graph. 4x = 0.1, 4t =
4x
2 · c

, where c is the speed of light, c = 3× 108m/s,

ε0 = 8.854× 10−12, µ0 = 4π × 10−7, and λ = 3.

2.2.2 FDTD in 2D

Now consider the two dimensional TEz mode Maxwell’s equation

ε
∂Ex
∂t

=
∂Hz

∂y
, (2.21)

ε
∂Ey
∂t

= −∂Hz

∂x
, (2.22)

and

µ
∂Hz

∂t
=
∂Ex
∂y
− ∂Ey

∂x
. (2.23)
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Replacing each derivative with finite differences we get,

ε

(
En+1
x

[
i+ 1

2
, j
]
− En

x

[
i+ 1

2
, j
]

4t

)
=
H
n+ 1

2
z

[
i+ 1

2
, j + 1

2

]
−Hn+ 1

2
z

[
i+ 1

2
, j − 1

2

]
4y

. (2.24)

Solving for En+1
x

[
i+ 1

2
, j
]

we get,

En+1
x

[
i+

1

2
, j

]
= En

x

[
i+

1

2
, j

]
+
4t
ε4y

(
H
n+ 1

2
z

[
i+

1

2
, j +

1

2

]
−Hn+ 1

2
z

[
i+

1

2
, j − 1

2

])
.

(2.25)

Similarly for Ey and Hz we get,

En+1
y

[
i, j +

1

2

]
= En

y

[
i, j +

1

2

]
+
4t
ε4x

(
H
n+ 1

2
z

[
i+

1

2
, j +

1

2

]
−Hn+ 1

2
z

[
i− 1

2
, j +

1

2

])
,

(2.26)

H
n+ 1

2
z

[
i+

1

2
, j +

1

2

]
= H

n+ 1
2

z

[
i+

1

2
, j +

1

2

]
+
4t
µ

(
En+1
x

[
i+ 1

2
, j + 1

]
− En+1

x

[
i+ 1

2
, j
]

4y

)

−4t
µ

(
En+1
y

[
i+ 1, j + 1

2

]
− En+1

y

[
i, j + 1

2

]
4x

)
.

(2.27)

Hence (2.25)− (2.27) are two dimensional update equations for Maxwell’s equations.

Figure 2.2 shows a two dimensional magnetic field’s distribution in free space in the x− y

plane. Max time is set to 100 steps. The incident source H = sin (ωt) at the center of the

domain with ω =
2πc

λ
is the power source inside a 200 grid point graph. 4x = 4y = 0.1,

ε0 = 8.854× 10−12, µ0 = 4π × 10−7, 4t =
4x
2 · c

, and λ = 3.

2.3 Perfectly Matched Layer (PML) Boundary

When discussing the Perfectly Matched Layer (PML) boundary one must first introduce

lossy material. Lossy material is the material with a finite conductivity. A conduction

current term is then added to the Maxwell’s equations. Consider the following one
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Figure 2.2: Two dimensional magnetic field distribution

dimensional Maxwell’s equations

µ
∂Hy

∂t
=
∂Ez
∂x

, (2.28)

and

ε
∂Ez
∂t

=
∂Hy

∂x
. (2.29)

When loss is present we have,

µ
∂Hy

∂t
+ σ∗Hy =

∂Ez
∂x

, (2.30)

and

ε
∂Ez
∂t

+ σEz =
∂Hy

∂x
, (2.31)

where σ and σ∗ represent the possible electric conductivity and the magnetic loss assigned

to free space. To approximate the undifferentiated E field at n+ 1
2

we just take the average

of the electric field on either side of the desired point. For example

E
n+ 1

2
x [i] =

En+1
z [i] + En

z [i]

2
. (2.32)
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Discretizing (2.32) and (2.33) we obtain the following,

µ

Hn+ 1
2

y

[
i+ 1

2

]
−Hn− 1

2
y

[
i+ 1

2

]
4t

+ σ∗

Hn+ 1
2

y

[
i+ 1

2

]
+H

n− 1
2

y

[
i+ 1

2

]
2


=

(
En
z [i+ 1]− En

z [i]

4x

)
,

(2.33)

and

ε

(
En+1
z [i]− En

z [i]

4t

)
+ σ

(
En+1
z [i] + En

z [i]

2

)
=

Hn+ 1
2

y

[
i+ 1

2

]
−Hn+ 1

2
y

[
i− 1

2

]
4x

 . (2.34)

Solving for H
n+ 1

2
y

[
i+ 1

2

]
and En+1

y [i] we obtain the two following update equations,

H
n+ 1

2
y

[
i+

1

2

]
=

1− σ∗4t
2µ

1 + σ∗4t
2µ

H
n− 1

2
z

[
i+

1

2

]
+

4t
µ4x

1 + σ∗4t
2µ

(En
z [i+ 1]− En

z [i]) , (2.35)

and

En+1
z [i] =

1− σ4t
2ε

1 + σ4t
2ε

En
z [i] +

4t
ε4x

1 + σ4t
2ε

(
H
n+ 1

2
y

[
i+

1

2

]
−Hn+ 1

2
y

[
i− 1

2

])
. (2.36)

Figure 2.3 shows a one dimensional plane wave with a PML boundary of the electric field’s

distribution in the x - direction. Max time is set to 1000 time steps. The incident source

E = sin (ωt) at the center, with ω =
2πc

λ
is a power source inside a 200 grid point cell.

ε = 8.854× 10−12, µ = 4π × 10−7, c = 3× 108, λ = 3, 4x = 0.1, 4t =
dx

2c
. The PML size is

104x, and σmax = 320 · η0 where η0 =
√

ε
µ
. The waves are being absorbed in the PML

layer.

Now lets look at the two dimensional case of the PML boundary. To get a perfectly

matched layer (PML) between a lossless region and a lossy region Berenger proposed a non

physical anisotropic material known as the perfect matched layer (PML). In a PML there
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Figure 2.3: One dimensional plane wave with PML boundary on both ends

is no loss in the direction tangential to the interface, but there is loss normal to the

interface. Consider the following two dimensional Maxwell’s equation with the conduction

current term σ added.

ε
∂Ex
∂t

+ σyEx =
∂Hz

∂y
, (2.37)

ε
∂Ey
∂t

+ σxEy = −∂Hz

∂x
, (2.38)

µ
∂Hz

∂t
+ σ∗Hz =

∂Ex
∂y
− ∂Ey

∂x
. (2.39)

Thus discretizing the Maxwell’s equation when loss is present yields,

ε

(
En+1
x

[
i+ 1

2
, j
]
− En

x

[
i+ 1

2
, j
]

4t

)
+ σy

(
En+1
x

[
i+ 1

2
, j
]

+ En
x

[
i+ 1

2
, j
]

2

)

=
H
n+ 1

2
z

[
i+ 1

2
, j + 1

2

]
−Hn+ 1

2
z

[
i+ 1

2
, j − 1

2

]
4y

.

(2.40)
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Solving for En+1
x yields,

En+1
x

[
i+

1

2
, j

]
=

1− σy4t
2ε

1 + σy4t
2ε

En
x

[
i+

1

2
, j

]
+

4t
ε4y

1 + σy4t
2ε

(
H
n+ 1

2
z

[
i+

1

2
, j +

1

2

])

−
4t
ε4y

1 + σy4t
2ε

(
H
n+ 1

2
z

[
i+

1

2
, j − 1

2

])
.

(2.41)

When σ is zero this reduces to (2.25). Similarly for En+1
y we have,

En+1
y

[
i, j +

1

2

]
=

1− σx4t
2ε

1 + σx4t
2ε

En
y

[
i, j +

1

2

]
+

4t
ε4x

1 + σx4t
2ε

(
H
n+ 1

2
z

[
i+

1

2
, j +

1

2

])
−

4t
ε4x

1 + σx4t
2ε

(
H
n+ 1

2
z

[
i− 1

2
, j +

1

2

])
.

(2.42)

Here σx is a function of x and σy is a function of y, so what Berenger proposed was to split

either the electric field and/or the magnetic field into two components. To get the field all

he did was add the two components together. In our case we split the magnetic field.

Consider the following equation:

Hz = Hzx +Hzy. (2.43)

Substituting (2.43) into (2.39) we obtain the following equation,

µ
∂ (Hzx +Hzy)

∂t
+ σ∗ (Hzx +Hzy) =

∂Ex
∂y
− ∂Ey

∂x
. (2.44)

Next we split this equation into two equations with respect to each partial derivative.

µ
∂Hzx

∂t
+ σ∗xHzx = −∂Ey

∂x
, (2.45)

and

µ
∂Hzy

∂t
+ σ∗yHzy =

∂Ex
∂y

. (2.46)
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Discretizing the following equations we get,

H
n+ 1

2
zx

[
i+

1

2
, j +

1

2

]
=

1− σ∗x4t
2µ

1 + σ∗x4t
2µ

H
n− 1

2
zx

[
i+

1

2
, j +

1

2

]
−

4t
µ4x

1 + σ∗4t
2µ(

En+1
y

[
i+ 1, j +

1

2

]
− En+1

y

[
i, j +

1

2

])
,

(2.47)

and

H
n+ 1

2
zy

[
i+

1

2
, j +

1

2

]
=

1− σ∗y4t
2µ

1 +
σ∗y4t
2µ

H
n− 1

2
zy

[
i+

1

2
, j +

1

2

]
+

4t
µ4y

1 + σ∗4t
2µ(

En+1
x

[
i+ 1, j +

1

2

]
− En+1

x

[
i, j +

1

2

])
.

(2.48)

Then to get the actual field we sum up the two components using (2.43).
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Figure 2.4: (a) Two dimensional plane wave of the magnetic field distribution without
PML boundary, (b) with PML boundary

Figure 2.4 shows a two dimensional plane wave with a PML boundary of the magnetic

field’s distribution Hz which is the sum of the two equations (2.49) and (2.50) propagating

through free space in the x− y plane. Max time is set to 300 time steps. The incident
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source is H = sin (ωt) at the center of the domain is the power source inside a 200 grid

point graph. ε = 8.854× 10−12, µ = 4π × 10−7, c = 3× 108, λ = 3, ω = 2π
c

λ
, 4x = 0.1,

and 4t =
dx

2c
. PML size is 104x and σ = 320 · η0 where η0 =

√
ε
µ
. The reflection by the

PML layer is about 10−4.

2.4 Dispersive Material

In this section we study the interactions between electromagnetic waves and dispersive

materials. In doing so it is very important to explain how a time domain differential

equation that relates the electric flux density D(r, t) to the electric field E(r, t) is

developed. In Maxwell’s equations, where the material is non dispersive, the permittivity ε

is independent of frequency. Thus we take Maxwell’s equations and we discretize them

using Yee’s central differencing scheme in time and in space. However for dispersive

material we have ε = ε(ω) where ω is the angular frequency. As stated earlier, we know

that the constitutive relations show the relationship between the electric flux density, and

the electric field, the magnetic flux density, and the magnetic field. Here we have the

following constitutive relation equations [22],

D = ε0E + P, (2.49)

and

B = µ0(H +M), (2.50)

where P and M are the electric and magnetic dipoles induced in the media and

polarization vectors. These vectors can be related to the electric and magnetic field

through an electric or magnetic susceptibility χe. Knowing this we can write the following,

~P (ω) = ε0 ~χe(ω) ~E(ω), (2.51)
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and

~M(ω) = ~χm(ω) ~H(ω), (2.52)

giving us the following,

~D(ω) = ε0 ~E(ω) + ε0~χe(ω) ~E(ω), (2.53)

~B(ω) = µ0
~H(ω) + µ0~χm(ω) ~H(ω). (2.54)

The Drude model is a commonly used model of the behavior of conductors therefore we use

this to model dispersive materials. The electric susceptibility for Drude materials is given

by,

χe(ω) = −
ω2
p

ω2 − jγω
, (2.55)

and the relative permittivity for a Drude material can thus be written as,

εr = ε∞ −
ω2
p

ω2 − jγω
, (2.56)

where εr is the relative permittivity and the constant ε∞ is the effect of the charged

material at high frequencies where the susceptibility function goes to zero, ωp is the plasma

frequency, ω is the incident frequency, and γ is the damping term. Here j is the imaginary

unit. We can also write the electric susceptibility for Drude materials as

χe(ω) =
ω2
p

jω(jω + γ)
. (2.57)

Now we have the associated polarization current as,

Jp = jωP = jωε0
ω2
p

jω(jω + γ)
. (2.58)
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Canceling the jω we get the following equation,

Jp = ε0
ω2
p

jω + γ
E. (2.59)

Multiplying through by (jω + γ) we get,

Jpjω + Jpγ = ε0ω
2
pE, (2.60)

and taking the inverse fourier transform we get,

∂Jp
∂t

+ γJp = ε0ω
2
pE. (2.61)

This method is referred to as the Auxillary Differential Equations (ADE) method .

The FDTD model with the frequency dependences for dispersion will keep its nature of the

original dispersionless FDTD. Lets look at the one dimensional Maxwell’s equations and

this time we allow the existence of a conduction current term J , thus we have the following,

∂Hy

∂t
=

1

µ0

∂Ez
∂x

, (2.62)

and

ε
∂Ez
∂t

=
1

ε0

∂Hy

∂x
− Jz. (2.63)

Discretizing (2.63) we obtain the following,

ε

(
En+1
z (i)− En

z (i)

4t

)
+ σ

(
En+1
z (i) + En

z (i)

2

)
+J

n+ 1
2

z (i) =
H
n+ 1

2
y

[
i+ 1

2

]
−Hn+ 1

2
y

[
i− 1

2

]
4x

.

(2.64)
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Solving (2.64) for En+1
z (i) we get,

En+1
z (i) =

(
1− σ4t

2ε

1 + σ4t
2ε

)
En
z (i)−

(
4t
ε

1 + σ4t
2ε

)
J
n+ 1

2
z (i)

+

( 4t
ε4x

1 + σ4t
2ε

)(
H
n+ 1

2
y

[
i+

1

2

]
−Hn+ 1

2
y

[
i− 1

2

]) (2.65)

Now we need to calculate J
n+ 1

2
z by solving the ADE:

∂Jz
∂t

+ γJz = ε0ω
2
pEz. (2.66)

Discretizing (2.66) yields,

J
n+ 1

2
z (i)− Jn−

1
2

z (i)

4t
+ γ

(
J
n+ 1

2
z (i)− Jn−

1
2

z (i)

2

)
= ε0ω

2
pE

n
z (i). (2.67)

Solving (2.67) for J
n+ 1

2
z (i) yields,

J
n+ 1

2
z (i) =

(
1− γ4t

2

1 + γ4t
2

)
J
n− 1

2
z (i) +

(
4t

1 + γ4
2

)
ε0ω

2
pE

n
z (i). (2.68)

Now consider Ampere’s Law the two dimensional Maxwell’s equations,

ε
∂Ex
∂t

+ σyEx + Jx =
∂Hz

∂y
, (2.69)

and

ε
∂Ey
∂t

+ σxEy + Jy = −∂Ey
∂x

. (2.70)

Note that,

J
n+ 1

2
z (i) =

(
1− γ4t

2

1 + γ4t
2

)
J
n− 1

2
z (i) +

(
4t

1 + γ4
2

)
ε0ω

2
pE

n
z (i).
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The Jx and Jy update equations are,

J
n+ 1

2
x

[
i+

1

2
, j

]
=

(
1− γ4t

2

1 + γ4t
2

)
J
n− 1

2
x

[
i+

1

2
, j

]
+

(
4t

1 + γ4
2

)
ε0ω

2
pE

n
x

[
i+

1

2
, j

]
, (2.71)

and

J
n+ 1

2
y

[
i, j +

1

2

]
=

(
1− γ4t

2

1 + γ4t
2

)
J
n− 1

2
y

[
i, j +

1

2

]
+

(
4t

1 + γ4
2

)
ε0ω

2
pE

n
y

[
i, j +

1

2

]
. (2.72)

Discretizing (2.69) we get,

ε

(
En+1
x

[
i+ 1

2
, j
]
− En

x

[
i+ 1

2
, j
]

4t

)
+ σy

(
En+1
x

[
i+ 1

2
, j
]

+ En
x

[
i+ 1

2
, j
]

2

)

+J
n+ 1

2
x

[
i+

1

2
, j

]
=
H
n+ 1

2
z

(
i+ 1

2
, j + 1

2

)
−Hn− 1

2
z

(
i+ 1

2
, j − 1

2

)
4y

.

(2.73)

Solving (2.73) for En+1
x (i, j) we get,

En+1
x

[
i+

1

2
, j

]
=

(
1− σy4t

2ε

1 + σy4t
2ε

)
En
x

[
i+

1

2
, j

]
−

( 4t
ε4y

1 + σ4t
2ε

)
J
n+ 1

2
x

[
i+

1

2
, j

]

+

( 4t
ε4y

1 + σ4t
2ε

)Hn+ 1
2

z

(
i+ 1

2
, j + 1

2

)
−Hn+ 1

2
z

(
i+ 1

2
, j − 1

2

)
4y

 .

(2.74)

Similarly for (2.70) we get the following update equation for Ey,

En+1
y

[
i, j +

1

2

]
=

(
1− σx4t

2ε

1 + σx4t
2ε

)
En
y

[
i, j +

1

2

]
−

( 4t
ε4x

1 + σx4t
2ε

)
J
n+ 1

2
y

[
i, j +

1

2

]

+

( 4t
ε4x

1 + σx4t
2ε

)Hn+ 1
2

z

(
i+ 1

2
, j + 1

2

)
−Hn+ 1

2
z

(
i+ 1

2
, j − 1

2

)
4x

 .

(2.75)

Figure2.5 shows one dimensional pulse propagating through dispersive materal in the x−
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Figure 2.5: One dimensional pulse propagation in dispersive material.

Figure 2.6: Two dimensional wave interaction with dispersive disk

direction . 4t = 0.5
4x
c

, x = 300µm, and the number of time steps is 6000. Figure 2.6 is

the two dimensional case with a PML boundary . λ = 0.005, ω =
2πc

λ
, γ = 4× 109,

ωp =
ω

0.29
, 4x = 4y = 0.002, and the simulation is ran for 1500 time steps.
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Chapter 3

TRANSFORMATION OPTICS BASED FDTD ALGORITHM

3.1 Introduction

The Finite-Difference Time-Domain (FDTD) method [1, 2] is a very efficient and effective

method for numerically solving Maxwell’s equations due to its simplicity, stability, and

ability to easily couple a large variety of the material models. As stated earlier, at times

this method can become quite expensive computational wise when resolving small and

curved structures present in a large computational domain. Many different methods have

been developed to improve the efficiency of the FDTD algorithm. One way is to use small

grid cells locally near the small object while using large grid cells elsewhere, and this

sub-gridding method is reffered [17]. In the past there has been a lot of other sub-gridding

and adaptive mesh refinement algorithms developed to solve Maxwell’s equations, but a lot

of them suffer from late time instabilities and reduced accuracy when the ratio of a space is

too large. When small structures are present inside of a large computational domain

researchers often use small grid cells locally inside small regions and large grid cells

everywhere else. In this work we apply the fully anisotropic FDTD method together with a

coordinate transformation (Transformation Optics) to solve Maxwell’s equations in

complex media. The coordinate transformation we employ maintains the invariance of the

Maxwell’s equations, but transforms the material into an anisotropic one [11, 12]. In [5] we

use the coordinate transformation to achieve local mesh refinement instead of subgridding.

We can transform an annulus with a smaller inner radius to an annulus with a larger

radius. Since the area of the inner circular region is enlarged, it can be resolved using large

grid cells. The trade off is that the annulus region is slightly less resolved because its area
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becomes smaller. We must make sure that there are enough grid points inside the small

region to resolve the wave, therefore the TO based method has some limitations because of

the fact that the smaller region cannot be made arbitrarily small. However; the annulus

can be controlled to guarantee we have acceptable accuracy. This improves the

computational efficiency dramatically if the small region occupies only a tiny portion of the

whole computational domain. After this transformation we obtain a new set of anisotrpoic

Maxwell’s equations which we can solve numerically in another computational space. Since

the Maxwell’s equations are invariant to this transformation the key properties of the

Maxwell’s equations still hold after the transformation for the FDTD method such as

divergence free, dissipationless, and stability are preserved. In this dissertation, we extend

the TO based method to a more general transformation with application to modeling the

interaction between optical radiation and subwavelength objects. We show that using

transformation optics, we can model the significant enhancement of the scattering cross

section of a particle which is referred to as superscattering [13]. In [13] multiple layers of

plasmonic materials are added to a dielectric nanorod to design a superscatterer. The

plasmonic material is described by the Drude model.

3.2 Transformation Optics Based Maxwell Solver

There are three key steps to the transformation optics based Maxwell solver.

• First we apply a coordinate transformation using transformation optics. Once the

transformation is done we obtain a new set of Maxwell’s equations with anisotropic

permittivity and permeability in the new computational domain.

• Next we solve the new transformed Maxwell’s equations in the new computational

domain using an anisotropic FDTD algorithm [15, 16].

• Finally once the solution is obtained in the new computational domain it is then
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transformed back into its original coordinate system to obtain the solution of the

original problem.

Now consider the following time dependent Maxwell’s equations in Cartesian coordinates

(x, y, z)

∂ ~D

∂t
= 5× ~H, (3.1)

∂ ~B

∂t
= −5× ~E, (3.2)

~D = ε0ε ~E, (3.3)

~B = µ ~H. (3.4)

Applying the coordinate transformation from (x, y, z) to (x′, y′, z′), we obtain a new set in

the invariant form of Maxwell’s equations.

∂ ~D′

∂t
= 5′ × ~H ′, (3.5)

∂ ~B′

∂t
= −5′ × ~E ′, (3.6)

where

~D′ = ε0ε
′ ~E ′, (3.7)

~B′ = µ′ ~H ′. (3.8)

In the new coordinates, EM fields and material parameters (permittivity and permeability)

are anisotropic, so ε′ and µ′ are tensors. We have,

~E ′ = ΛT ~E ′, (3.9)

~H ′ = ΛT ~H ′, (3.10)
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ε′ = |Λ|Λ−1εΛ−T , (3.11)

µ′ = |Λ|Λ−1µΛ−T , (3.12)

where Λ is the Jacobian matrix.

Λ =


Xx′ Xy′ Xz′

Yx′ Yy′ Yz′

Zx′ Zy′ Zz′

 , (3.13)

and ΛT represents the transpose of the matrix Λ. To obtain the Jacobian matrix for

coordinate scaling we first transform the coordinates from the Cartesian grid to cylindrical

coordinates where we get the following


x = r cos θ,

y = r sin θ,

z = z.

(3.14)

Thus we get the following Jacobian matrix

Λ1 =
∂(x, y, z)

∂(r, θ, z)
=


cos θ −r sin θ 0

sin θ r cos θ 0

0 0 1

 . (3.15)
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Next we apply a coordinate transform from (r, θ, z) to (r′, θ′, z′) which gives us


r = f(r′),

θ = θ′,

z = z′.

(3.16)

and we get the following Jacobian matrix

Λ2 =
∂(r, θ, z)

∂(r′, θ′, z′)
=


f ′(r′) 0 0

0 1 0

0 0 1

 . (3.17)

To transform the annulus R1 < r < R2 to another annulus R′1 < r′ < R2 and enlarge the

disk r < R1 to r′ < R′1, we use the following transformation function

r = f(r′) =



R1r
′

R′1
, if r′ < R′1

R1 −R2

R′1 −R2

(r′ −R′1) +R1, if R′1 6 r′ 6 R2

r′, otherwise

(3.18)

Function f is continuous but not differentiable at r′ = R′1 and r′ = R′2 as shown in Figure

3.1. We can improve the smoothness of f by using a spline function as shown in Figure 3.2.

We can construct a spline function which has continuous derivatives everywhere. In Figure

3.2 we use the following linear polynomial function for the region x0 < x < x1,

S1(x) =
y1 − x0
x1 − x0

(x− x0) + x0, (3.19)
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Figure 3.1: Linear spline function
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Figure 3.2: Linear and cubic polynomial spline function

and for the region x1 < x < x2 we use the following cubic polynomial function in

S2(x) = a3(x− x2)3 + a2(x− x2)2 + a1(x− x2) + x2, (3.20)

where a1, a2, a3 are computed to guarantee the continuity of the two polynomial functions

and the continuity of the derivative of them. Also at x = x2, the slope of S2(x) = 1
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Now we transform from cylindrical coordinates (r′, θ′, z′) to Cartesian grid (x′, y′, z′) and

we obtain the following, 
x′ = r′ cos θ′,

y′ = r′ sin θ′,

z′ = z′,

(3.21)

hence we get the following Jacobian matrix

Λ3 =
∂(r′, θ′, z′)

∂(x′, y′, z′)
=


cos θ′ sin θ′ 0

− sin θ′

r′
cos θ′

r′
0

0 0 1

 . (3.22)

Combining the three transformations, we get the following

Λ =
∂(x, y, z)

∂(x′, y′, z′)
= Λ1Λ2Λ3 =


cos θ −r sin θ 0

sin θ r cos θ 0

0 0 1




f ′(r′) 0 0

0 1 0

0 0 1




cos θ′ sin θ′ 0

− sin θ′

r′
cos θ′

r′
0

0 0 1

 .

(3.23)

Plugging (3.23) into (3.11) and (3.12) we get the material parameters ε′ and µ′. Yielding

this result we can solve the new transformed Maxwell’s equations in the new coordinate

system (x′, y′, z′) and get the solutions for ~E and ~H.

3.3 Dispersive Material

The TO method can be extended to dispersive material also. In chapter 2 we have the

relative permittivity ε for Drude material

ε = ε∞ −
ω2
p

ω2 − jγω
, (3.24)
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where ωp is the plasma frequency, ω is the incident frequency, ε∞ is the permittivity of free

space, and γ is the damping or loss term. Plugging (3.24) into (3.7) we get the following.

~D′ = ε0ε
′ ~E ′, (3.25)

~D′ = ε0|Λ|Λ−1εΛ−T ~E ′, (3.26)

~D′ = ε0|Λ|Λ−1
(
ε∞ −

ω2
p

ω2 − jγω

)
Λ−T ~E ′, (3.27)

~D′ = ε0|Λ|Λ−1ε∞Λ−T

1−
ω2
p

ε∞

ω2 − iγω

 ~E ′. (3.28)

Let

P̂ = −
ω2
p

ε∞

ω2 − iγω
~E ′, (3.29)

and

ε̃ = ε0|Λ|Λ−1ε∞Λ−T , (3.30)

we get the following constitutive equation

~D′ = ε̃( ~E ′ + ~P ). (3.31)

Recall the Auxiliary Differential Equation we used in chapter two to derive the differential

equation for the conduction current term J . Here we can perform the same algorithm for

the polarization vector P̂ and we get

~P
(
ω2 − iγω

)
= −

ω2
p

ε∞
~E ′, (3.32)

~Pω2 − iγω ~P = −
ω2
p

ε∞
~E ′. (3.33)
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Taking the inverse fourier transform of (3.33) we get the following differential equation

∂2 ~P

∂t2
+ γ

∂ ~P

∂t
=
ω2
p

ε∞
~E ′. (3.34)

Thus we use equation (3.31) to update the electric field ~E

~E = ε̃−1 ~D − ~P . (3.35)

3.3.1 Coordinate Scaling

Figure 3.3: Coordinate scaling in radial direction. Left: the physical domain; Right: the
computational domain.

As shown in Fig 3.3, the circular region with radius R is modified by enlarging an inner

disk with radius r to r′. By this coordinate scaling, the small disk in the physical domain

becomes a larger one in the computational domain. The FDTD Maxwell solver is applied

in the computational domain with the Cartesian grid, so that the disk with radius r′ has

more grid points in it than it is in the physical domain. It has a magnifier effect and we

will be able to see more clear in this particular region with radius r′. A trade off is that the

annulus (r, R) is shrunk to a thinner annulus (r, R). Usually this method applies to the

case where the structure is subwavelength, so that the wave is still resolved in the thinner

annulus after the coordinate scaling. This mapping can be used inversely to make a thin

layer annulus thicker.
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3.3.2 Coordinate Rotation

In the section, we show how to apply the TO technique to rotate the mesh so that the

staircase approximation for an oblique object can be eliminated. Similar to the previous

section, the coordinate rotation is done in polar coordinates. We first transform the

domain from Cartesian coordinates to polar coordinates, then the coordinate rotation is

done through a mapping function about the angle,

θ = f(θ′) = θ′ + α(r).

Finally it is transformed back to Cartesian grid. Here in order to have a smooth mapping

with continuous derivatives, we let the rotation angle be a function α(r) of the radius r

from the location to the center of the rotation. Fig. 3.4 shows the coordinate rotation and

the corresponding mesh in the original physical domain and the transformed Cartesian

mesh in computational domain. Through the coordinate rotation we see that the staircase

approximation caused by the tilted square can be eliminated. Details on the simulation

results are shown in Chapter 4.

3.3.3 Coordinate Translation

Besides the coordinate scaling and rotation, we can also apply translation. For example,

for the case when we simulate two objects with a very small gap, instead of using scaling,

we can use translation to separate the two objects further so that the gap region can be

modeled with more grid points. Different from the previous two cases where the coordinate

changes are done in polar coordinates, the coordinate translation is performed in Cartesian

mesh. No Cartesian to polar and polar to Cartesian transformation is needed. Fig. 3.5

shows the coordinate translation and the corresponding mesh in the original physical

domain and the transformed Cartesian mesh in computational domain. Through the
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Figure 3.4: Coordinate rotation. Left: physical domain. Right: computational domain.
Upper row: the geometry. Lower left: the non-Cartesian mesh in the physical
domain; Lower right: the transformed Cartesian mesh in the computational
domain.

coordinate translation the gap region has finer grid so the gap is virtually larger in the

computational domain. With more grid points in the gap region we obtain more accurate

solution. Numerical examples will be presented in chapter 4.
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Figure 3.5: Coordinate translation. Left: physical domain. Right: computational domain.
Upper row: the geometry. Lower left: the non-Cartesian mesh in the physical
domain; Lower right: the transformed Cartesian mesh in the computational
domain.
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Chapter 4

NUMERICAL SIMULATIONS

In this chapter, we show some numerical examples using the proposed TO-FDTD method.

4.1 Scattering simulation of a dielectric cylindrical shell

We start with the two dimensional scattering problem of a dielectric cylindrical shell. Each

cylinder is placed at the center of the computational domain. We choose our computational

domain to be 5 µm× 5 µm. We also use a uniform Cartesian mesh grid size 4x = 4y,

denoted by 4. The incident wave is a plane wave polarized in the y− direction (TEz) and

propagates in the x− direction. The wavelength of the incident plane wave is 1.2 µm. The

inner radius of the cylinder is R1 = 1500 nm and the outer radius of the cylinder is

R2 = 1600 nm. The dielectric constant of the cylindrical shell is 9. Transformation optics

is applied to transform the annulus to a thicker annulus. The inner radius of the cylinder is

shrunk to R′1 = 1400 nm, so the thickness of the layer is doubled. In this result we notice

that the TO method gives a similar level of accuracy that the standard FDTD method

does with half the grid size.

Figure 4.1 shows the cylinder with a larger inner radius being shrunk to a smaller radius

and the corresponding meshes in physical and computational domains. Figure 4.2 shows

the electric field distribution near the cylindrical shell. The comparison between standard

FDTD with different mesh size and the TO-FDTD shows that the TO-FDTD method with

100× 100 mesh has similar results as the FDTD with doubled mesh size 200× 200.
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Figure 4.1: Coordinate scaling to enlarge the thickness of a thin layer cylindrical shell.
Left: the physical space. Right: the computational space. Upper row: the
geometry of the transformation. Lower row: the meshes.

4.2 Scattering simulation of a tilted square

In this section, we apply a coordinate rotation to the case where the scatter is a tilted

square. Figure 4.3 shows the coordinate rotation using the TO method and the

corresponding meshes in the physical and computational domain. Figure 4.4 shows the

comparison of the standard FDTD with the TO method. The standard FDTD has the

staircase error near the material interface while the TO method is smoother. First row of

Fig. 4.4 shows the staircased FDTD mesh together with the solution with physical spikes

near the material interface. In contrast the TO mesh does not have staircase and the

solution is smooth near the material interface.

4.3 Simulation of two metal disks with small gap

In this section, we simulate two metal disks with radius 60 nm separated with a small gap

of 5 nm. We study the field enhancement in the gap region. We apply TO to enlarge the
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surrounding area of the gap so that this region can be resolved using a large grid size. We

plot the field enhancement at a selected location which is the center of gap. The material

of the metal disk is modeled using Drude model with ε∞ = 1, ωp = 0.99× 1016 and

γ = 2.2× 1014. The computational domain 0.4 µm× 0.4 µm. Figure 4.5 shows the

geometry of the simulation and the meshes in the physical and computational domain.

Figure 4.6 shows the simulation results and comparison between FDTD and TO-FDTD.

The TO-FDTD with low 100× 100 mesh ha similar spectrum as the FDTD with doubled

mesh 200× 200.

4.4 Superscattering Simulations

In this section, we simulate the superscattering proposed in [13]. The superscatter is a

metal particle coated with one layer of dielectric material and then the second layer with

metal, so it is a particle of metal-dielectric-metal layered material. The planewave

propagates in x-direction with wavelength 1 µm which corresponds to angular frequency

ω = 1885 THz. The dielectric constant is ε = 12.96. The metallic material is modeled

using Drude model with ε∞ = 1, ωp = ω/0.2542, and γ = 0. The radius of the three layers

are: r1 = 0.3485λp, r2 = 0.5623λp, and r3 = 0.6370λp, where λp =
2πc

ωp
with c being the

speed of light. The computational domain is 12 µm× 12 µm. The mesh sizes are 300× 300

and 600× 600, and 1200× 1200. The simulation setup is shown in Fig 4.7. We apply

coordinate scaling to enlarge the particle by a factor of 4.

The simulation results of poynting vector Sx distributions are shown in Fig 4.8. Also for

the standard FDTD method with a mesh of 1200× 1200 when ran for 3000 time steps the

CPU time is 1034 seconds, where as for the TO method with a mesh of 300× 300 when it

is ran out for 3000 time steps the CPU time is only 34 seconds. The regular particle

(non-superscatter) result is shown in Fig. 4.8(a). Fig. 4.8 (b)-(d) show the results of

FDTD with 300× 300, 600× 600, and 1200× 1200, respectively. The higher resolution, the
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Table 4.1: Time Comparison Table
(a) FDTD (b) FDTD (c) FDTD (d) TO-FDTD
300× 300 600× 600 1200× 1200 300× 300
16 seconds 135 seconds 1,034 seconds 34 seconds

stronger the superscattering effect is by looking at the shade behind the particle. Fig. 4.8

(e) and (f) show the TO-FDTD results with 300× 300 and 600× 600 meshes. We can see

that the TO-FDTD with smaller mesh has a comparable result with FDTD of a larger

mesh, while the TO method takes less CPU time, so the TO method is more efficient than

the FDTD.

Table 4.1 shows a comparison between the standard FDTD method of grid meshes

300× 300, 600× 600, and 1200× 1200, and the TO-FDTD with grid mesh 300× 300. In

this table we see that the TO-FDTD method significantly improves the efficiency of the

standard FDTD method.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.2: Simulation results of scattering from a cylindrical shell. Left column: Electric
intensity distribution. Right column: Electric field distribution. First row:
FDTD results with 100×100 mesh. Second row: FDTD results with 200×200
mesh. Third row: TO-FDTD results with 100× 100 mesh.
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Figure 4.3: A locally coordinate rotation and the corresponding meshes in the physical
(lower left) and computational (lower right) domains.
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Figure 4.4: Scattering simulation of a titled square. Upper row: FDTD result with staircase
effect. Lower row: TO-FDTD result without the staircase effect. Left column:
the meshes; Right column: the surface plot of the field intensity |E2|.
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(a)

(b) (c)

Figure 4.5: (a) The geometry of the simulation, (b) the meshes in the physical domain and
(c) in the computational domain .
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Figure 4.6: Field enhancement in the center of the two metal disks and comparison between
FDTD with different resolution and the TO-FDTD method.

Figure 4.7: The simulation setup of the superscattering simulation.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.8: Simulation results of the Poynting vector Sx distribution. (a) The regular non-
superscatterer. The FDTD results of superscatter with meshes (b) 300× 300;
(c) 600 × 600; (d) 1200 × 1200. The TO results of superscatter with meshes
(e) 300× 300 and (f) 600× 600
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Chapter 5

CONCLUSION

In conclusion, we have studied the transformation optics-based FDTD method for solving

Maxwell’s equations. We have shown how applying a coordinate transformation can be

employed to map an irregular mesh to a cartesian mesh. We have studied the anisotropic

FDTD algorithm that solves the transformed Maxwell’s equations in the new transformed

grid, how coordinate scaling eliminates multiple sub-gridding, how a coordinate rotation

can eliminate the staircase effect, and how a translation transformation can also enlarge a

certain region of interest. These transformations allow us to obtain more efficiency. The

modeling of the scattering and superscattering simulations validates our claim for this

analysis. We have shown that the TO method can achieve the same level of accuracy or

more with half the grid size mesh compared to the standard FDTD method. The time

comparison table shows that the computational cost is reduced significantly compared to

that of the standard FDTD method. This validates our claim for efficiency. We were able

to model dispersive materials with application to superscattering. In the future we plan to

look at modeling nonlinear dispersive materials, superscatterers in a three dimensional

space, and model a graphene based superscatterer.

The challenge for modeling nonlinear dispersive materials would be the update of nonlinear

constitutive equations with the anisotropic FDTD algorithm. Also, in the future, we would

like to look into modeling a graphene coated nano-cylinder illuminated by a

electromagnetic plane wave in the far-infrared range of frequencies. The most challenging

part will be trying to obtain the resonance effect that graphene gives with a certain

frequency. This will enable more applications to this research.
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