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ABSTRACT

A novel breast image registration method is proposed to obtain one composite mam­

mogram from several images with partial breast coverage, for the purpose of accurate 

breast density estimation. The breast percentage density estimated as a fractional 

area occupied by fibroglan<lular tissue has been shown to be correlated with breast 

cancer risk. Some maimnograms, however, do not cover the whole breast area, which 

makes the interpretation of breast density estimates ambiguous. One solution is to 

register and merge mammograms, yielding complete breast coverage. Due to elastic 

properties of breast tissue and differences in breast positioning and deformation dur­

ing the acquisition of individual mammogram, the use of linear transformations does 

not seem appropriate for mammogram registration. Non-linear transformations are 

limited by the changes in the mamrnographic projections pixel intensity with differ­

ent positions of the focal spot. We propose a novel method based upon non-linear 

local affine transformations. Initially. pairs of feature points are manually selected 

and used to compute the best fit affine transformation in their small neighborhood. 

Finally, Shepherd interpolation is employed to compute affine transformations for the 

rest of the image area. The pixel values in the composite image are assigned using 

bilinear interpolations. Preliminary results with clinical images show a good match 

of breast boundaries, providing an increased coverage of breast tissue. The proposed 

transformation can be controlled locally. Moreover, the method is converging to the 

ground truth deformation if the paired feature points are evenly distributed. 
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Chapter 1 

INTRODUCTION 

1 

Breast cancer is the most commo11 type of c . · ancer m women worldwide. About one in

eight (12%) wome11 ill the US will develop i11vasive breast cancer during their lifetime.

In the year of 2013, there is 232,340 new cases of invasive breast cancer in women 

and 39,620 deaths from breast cancer (women) in the United States [24]. In England, 

breast cancer rates have increased by 90% since records began in 1971. In 2009 more 

than 48,400 women were diagnosed with breast cancer in the UK - around 133 women 

a day; Around 370 men were diagnosed with breast cancer [23]. In general, all women

are at risk for breast cancer. The risk of getting breast cancer increases as you age.

Most breast cancers and breast cancer deaths occur in women aged 50 and older.

Although rare, younger women can also get breast cancer. Fewer than five percent of

breast cancers occur in women under age 40. However, breast cancer is the leading

cause of cancer death ( death from any type of cancer) among women ages 20 to 59

(24]. 

· · t· f · breast tissue most commonly from
Breast cancer is a type of cancer ongma mg rom , 

· l l b l that supply the ducts with milk. There
the inner lining of uulk ducts or t re o u es 

·. k wn as ductal carcinoma which develops from
are two kinds of breast cancer, one 1s no 

.. · a which develops from lobules. The most

ducts, the other is known as lobular cai cmom 

.. t d tect the cancer at an early stage. The

effective treatment for breast cancer r:-; 0 e · 

l . size at the time of detection. If the
. 1 . ds on t 1e tumor 

survival rate of a patient c. epen 

T £ the presence of metastases in vital organs

tumor size is large, then the probabi ity or

. . od for effective treatment [12].
. f l ast tumor is go 

is large [7]. Early detectwn ° )re 



2 There are many different imaging methods for breast can d t t· d b" f 

-

L 

• cer e ec 10n an 1opsy o suspicious lesions. X-ray mauunography is the main screening tool used for detectionand diagnosis of breast cancer. X-ray mammography uses low-energy X-rays (usually
around 30 kV p) to examine the lmman breast, typically through detection of charac­
teristic masses or rnicrocakifications. During the procedure, the breast is compressed
using a dedicated mammography unit. Parallel-plate compression is to reduce the
thickness of tissue that x-rays must penetrate to decrease the amount of scattered
radiation (scatter degrades image quality), to reduce the required radiation dose, and
to hold the breast still (preventing motion blur) to even out the thickness of breast
tissue to increase image quality. 

Since 1990, the death rate from breast cancer has decreased by almost 30% and the

study in Sweden and the Netherlands shows two-thirds of the decrease in cancer 

deaths due to mammography screening [13]. Keen indicated that repeated mammog­

raphy starting at age 50 saves about 1.8 lives over 15 years for every 1,000 women 

screened (17]. However, mammography still has some risks and limitations such as 

false positives, false negatives and radiation exposure. The statistics about mammog­

raphy and women between the ages of 1.0 and 55 are the most contentious. A 1992

Canadian National Breast Cancer Study showed that mammography (conducted in

the 1980s) had no positive effect on mortality for women between the ages of 50 and

60 [16]. There is evidence that clearly shows that there is over-diagnosis of cancer

when women are screened. An estimate of this over-diagnosis is 10 breast cancers

d
. · l 1·.r , l when 2000 women are screened for
iagnosed and mmecessanly treate( per 11e Sd,Ve( 

l , ff tecl these women in their lifetimes.
10 years [10]. These cancers would never rnve c1, ec 

C . S , . t tl American College of Radiology, and the
urrently, the American Cancer oc1e Y, ie 



3American Congress of Obstetricians and Gynecologists encourage annual mammog-raphy for women beginning at age 110 [14]. The National Cancer Institute encouragesmammography every one to two years for women ages 40 to 49 [22]. For this reason ,
the radiologist will try to avoid mammography by using ultrasound or magnetic reso­
nance imaging ( 1\1 RI). In order to optimize these systems in clinically relevant tasks,
anthropomorphic breast phantoms would be very beneficial for preclinical validation 

of novel imaging modalities. 

According to both preclinical and clinical studies, newly developed imaging modal-
ities are needed for validation and optimization. Preclinical studies usually involve

analysis of the images of ph_vsical breast phantoms that is simulate appropriate phys­

ical propertif:'s of breast tissnes. Due to their simplified design , such phantoms offer

a very limited representation of the complex anatomy of the breast. An alternative 

breast phantom based 11µ011 a realistic simulation of the breast anatomy has been

used for preclinical imaging modalities. 

The following two examples can illustrate the potential benefit of realistic breast

anatomy simulati011. First, we have used simulated images of our anthropomorphic

software breast phantom for the optimization of a commercial digital breast tomosyn­

thesis (DBT) reconstruction method [2]. Selection of reconstruction parameters to

optimize the estimati011 of breast density was based upon a comparison between

the reconstructed phantom slices and the ground truth information of the simulated

tissues . In another application, the geometric accuracy of DBT reconstruction was

validated in the presence of realistically simulated parenchymal patterns [3]. The clin­

ical realism of our pha11torn is reflected in the appearance of the parenchymal pattern

which makes up the anatomical noise in projection mammography. In mammography,

l l l tl erlap1Jing projections of breast anatomical

t 1e parenchymal pa,ttcrn, forme< >Y 1e ov 



--

structures [21], exhibits a power spectrum with 1/ Jf3(;3 � 3)
spatial frequency [5). 

4 
proportionality to the

Several methods for 2D simulation of J)arenchyinal p tt .. , l b d • , . a er ns 1ave een propose m
the form of clustered lumpy background [4, G] or random fields based upon a 1/ f
process [11]. Due to their 2D approach, these methods can produce images which
successfully match some statistical properties of clinical mammograms. However,
they cannot simulate the appearauce of the same breast when image<l Ly <liffereut

modalities, especially 3D imaging modalities. The anthropomorphic breast phantom

has limitation is that they mimic the appearance of a unique breast clinical image.

Hence they cannot sufficient represent the variety of breast sizes, shapes, composi­

tions, and parenchymal information. It would be very difficult to get patient specific 

physical phantoms clue to the expem,ive materials and time-consuming production 

process. 

Some mammograms do 11ot cover the entire patie11ts brea._<;t, e.g., clue to large breast

size in comparison to the x-ray imagiug detector. This is of particular importance

for the estimation of breast density, a biornarker of breast cancer risk. Partial breast

visualization limits our ability to calculate brea._st density. One solution is to register

and merge such partial mammograms to y ield complete breast coverage. Registration

of mammograms is clmllengi11g because the mammogram is a 2D projection of non­

rigid breast tissues. As a result, the 3D arrangement of the breast tissue is not

exactly replicated iu partial projections of large breasts. This is further complicated

by differences in rnammographic compression between images .

R' · · · ·f· l · t tl , following· 3 categories.
cg1strat1011 tednuqucs can be class1 1c< 111 o ie 



1. Feature based techniques 5 

Feature based image registration is to find correspondence between image fea­
tures such as points, lines, and contours. There are essentially four steps to do
the image registration: 

a. Feature dPtcctiou

This involves finding salient features in the two images to be registered. An

intf'rf'st point df'tf'ctor is firstly f'mployf'd to detect chmactcristir. points in the

imagP. These may include corner points and edges etc. Ideally, we want these

points to be invariant to geometric and photometric transformations.

b. Feature matching

Once features have been detected in the two images, the next step is to match 

them or establish correspondence. The common approach to feature matching 

is to build local descriptors around the feature point and then to match the 

descriptors. This is an important step because the percentage of correct matches 

identified here determines how well the transformation can be estimated in 

tl1e next step. Common matching methods include simple Euclidean distance 

matching, invariant moments and nearest neighbor based matching. 

c. Transform model estimation

Once feature correspondence has been established, the next step is to solve for

the parnmekrs of some glolml transformation. Usually this involves finding the

translation, rotation and scale parameters to transform one image to another.

d. Image re-sampling and transformation

The final step of any registration algorithm involves the actual mapping of one

image to the other using the transform model estimated in step 3.



2. Intensity based algorithms
6 

Intensity based methods compare intensity patterns in images via correlation
metrics and register entire images or sub images. If sub images are registered,
centers of the corresponding sub images are treated as corresponding feature
points. The first step is to produce a good initial nonrigid registration using
a landmark initialization step. After the landmark initialization step, the next
step is used to prod11ce a consistent set of forward and reverse transformations.
The last step is to use the consistent intensity registration to refine the trans­

formations based on the matching of the intensities of the images.

3. Hybrid methods

Hybrid methods integrate the merits of both feature based and intensity based 

methods. These methods foc11s on incorporating user provided or automat­

ically extracted geometric fcat11re constraints into the intensity-based energy 

fm1ctionals to achieve smoother and faster optimization. 

For all of these registration techniques, a transformation must be determined so that

the points in the warped image can be related to their corresponding points in the ref­

erence image. Based 011 the number of degrees of freedom, the transformation models

can use linear transformation ( rigid and affine), elastic models or diffeomorphic trans­

format ions. Local controls cannot be achieved from the linear transformation model

8.8 the global pararrwtcrs arl' computed for the entire image. The elastic model offers

high order control, h11t the pc>rformance of elastic models is a balance between flexi­

bility and computational complexity. Diffeornorphic transformations, which preserve

topology, have rcsultecl iu good performance in a number of applications including

brain l\IRI image registration.



The main difficulty of foatnre-baspd methods i, t 
7 

s o extract and match intrinsic feature

points from mammograrm,. as there are n( . · . •fi , > i-;1gru leant landmarks in a mammogram

except the nipple. In this papPr. a novel featnre l .. ,d . · )dSc apprnach, non-lmear local affine 

transformation, is proposed to obtain a composite · . . f . · image rom several images with

partial breast coverag<'. Feature points are mami·tlly "'elect d • 1 b c c ., e near a mpp e, reast 

boundary and inside the brea.-;t hrn-;cd upon visual similarity in both mammograms.

Affine transformations between seti-; of feature points are then computed. Finally, 

Shepard interpolation [19] is used to ext.encl affine transformations to the entire breast.

The pixel values in the composik image are assigned using the average of different

images. Results with dinical images show that the resulting image consists of the

non-overlapping parts of the original i1mtg<'s arnl that the texture of the composite

part of the overlapping parts ha.-; a good agreement with the original images.

Qualitative testing is presented on selected images from the ACRIN Dlv1IST database

[18]. This work was tested with anonymized images obtained from IRB ethical review.

. . 1 _ • . rtial images· one partial image was

A clinical image was spht mto t\vo over appmg JM 

. . _ . 1 . ne was not modified ( the reference

transformed (the warped image), wlnk the ot icr O 

. ·r of mammograms with different coverage.

image). Those imagt>s We're treated as a p,u 



Chapter 2

METHODOLOGY
2.1 Extraction of feature points

8 

Our algorithm requires the feature points he ext ., ·t l .· . . - 1 c1,c ec pr ror to reg1strat1011, and
the registration result depends on the reliability •ind tl __ f l • c 1e accuracy o t 1e extracted
features. Automatic idf'ntification and extraction of feature points are difficult to

perform due to the non-l irwar c·o111pn·ssion <ldormation and the lack of significant

landmarks in nmmrnograms (Fig. 2.1). Usually, the features can be the center of

Return On Investment (ROI), crossing points, end points and middle points. We

observe the prominent features (such as ducts and blood vessels) from both images, 

the crossing points are detcrrnincd upon visual similarity in both mammograms. Due 

to compression and dif
f
erent positions, the coordinates of those crossing points may he

different in two mammograms, \mt the orientation of feature and the local curvature

f h · · 1·k 1 l · -. , ·vecl The ·1clvantage of our manual
o t e crossmg pomts are most 1 ·c .v to )e pr csu · c 

. . _ f l , t . . _ t . of the feature points can be
extraction 1s that the correspornlc11cc o t K ,½O se ,s 

established during the extraction step. \,Ve also select other features ( encl points

and middle points) in a small 1 wighhorhood around the selected crossing points.

Subsequently, the dcfonnation hd.\\TCll two set of feature points can be estimated.



-

9 

Figure 2.1: Tl 1· · llTC c IlllC,d i111c\"C'S oft h' .. 

l 

n (. :-;,uue Jmtient fron ACRIN 

c ernonstrat.i110 J>,nti·d l>i· .. ·t 

' ' 1 · l DMIST database

n c ( <1,:-; • c-uvera,ge 

c 

XSETS'l 
LH.37 138. (8 138.22 140.57 139.07 

12.89 13.T'l 12.,12 M.77 12.33 

YSETS'l 
95.13 9G.07 96.07 97.29 96.63 

l ')
- 13.!)3 12.(Jtl 111.21 

�- I 
11.76 

ZSETS'l 
11U.G8 120.81 120.1111 121.57 121.19 

-lD.3 5Ll.OG ,18.55 50.81 48.55 

XSETS2 
150.73 151.8G 1119.89 151.02 152.43 

2.82 ,1.23 2.26 4.52 5.36 

YSETS2 
10,.92 108.•19 10 6.()tl 108.2 107.92 

3.8G 5.08 2.35 5.36 6.3 

ZSETS'.2 
l:3:J. !)3 13G.:Yl 133.51 135.21 135.49 

,J2.3,1 38.39 42.06 42.91 
:39.52 

Table 2.1: The pixel values of two sets of feature points which selected form the

three cliniu1J in1<1g < 's



2.2 Affine transformation 

10 

Suppose for some square matrices A, there exists a matrix B such that AB= BA= I

where I is the 2 x 2 identity matrix. If matrix B exists, it is easy to show that it is

unique. Such a matrix A is called invertible or nonsingular, and the corresponding

matrix B, denoted by A- 1
, is called the inverse of A. As AA- 1 

= A- 1 A = I, the 

matrix A- 1 is also invertible and A is its inverse. Let A be an invertible matrix, let 

b be a vector, and let f : R2 ➔ R2 be defined via x H Ax + b. For any vector y, the 

following are all equivalent. 

f(x) = y ; 

Ax+b=y· . , 

Ax=y-b; 

A - 1 (Ax) = A - 1 ( y - b)

(A- 1A)x = A- 1
y 

- A- 1 b;

Ix= A- 1 y - A- 1 b; 

x=A- 1 (y-b). 

We conclude that 1- 1 exists awl can be given by 1- 1 (x) = A- 1 (x-b). Therefore, both

1-
1 and fare bijections on R2, called transformations of the plane. A transformation

f of the plane of the form J(;r:) = A:z: + b where A is an invertible matrix is called an

affi1w trn.nsfonnation of th< > p laiw .

Corollary 2.2.1 A cmnpo,sition of affine transformations is an affine transforma·

tion. 



Proof: 11 

Let f(x) = A:r + a a11d g(.r) = BJ·+ b be afli11c transformations. Thcu (go f)(x) =g(J(:r)) = B(Ax +a)+ b = (BA):i: +(Ba+ b). Since A and Bare invertible matrices,BA is invertible. This can be seen in several way:-;;.

(A- 1B- 1 )(BA) = A-1(B-1 B)A = A-1(J)A = A-1A = I,
and sirnilarly,(BA)(A 1 B 1) = I. Tlm.s,

(BAt1 = A-1n-1.

Therefore BA is invertible, awl WP couclude that yo f is an affine transformation.

□ 

In R2 , an affine transformation is a function which preserves points, straight lines and

planes. Also, sets of parallel lines n'nmin 1mrallcl ,1fter an affi t f c c • , ne rans ormat10n. An 

affine transformation does not lH-'('('SSitrilv f)rf'8<'rve ano-lns l1at 1· 1· . • < ,.., , • ,. ,ween 1nes or ( 1stances 

between points, though it docs preservP ratios of distances between points lying on 

a straight line. In general, an affine transformation is a composition of rotations, 

translations, dilations, awl shears. 

Affine transformation is mostly used in image processing. Under certain assumptions,

an affine transformation can he nsccl to align two images and approximate the effects

of perspective projection. The main application of affine transformation is used in

automatic image registration which is to perform the image registration task without

the guidance all(l intervention of users [8]. The need of automatic image registration

comes from widespread applications. For example, one has to use efficiently automatic

image registration method to glue together the tremendous amount of satellite images

from the Earth Observing System (EOS) program. The following theorem [9] provides

thf' prop<'rti<'s of affin<' transformations.



Theorem 2.2.1 Let f (;i:) = A;i: + b be an affine transformation. Then f
{1) maps a line to a line,

(2) maps a line segment to a line scgm.ent,

(3) preserves the property of parallelism among lines and line segments,

(4) maps an n-gon to an n-gon,

(5) maps a parallelogram to a parallelogram,

(6) preserves the ratio of lengths of two paralld segments,

(7) prcsr.rvr,s thr. mt.io of arras of two figurr.s.

2.3 Best affine transformation 

12 

Due to the fact that two pictures can not exactly match each other, we can improve 

the affine transformation to the Lest affine transformation. We attempt to make the 

error between the two pictures be as small a,s possible. Given two sets of feature

points in two images that need to be registered, we assume the deformation between

them can be approximated by affine transformation, which can be considered as a

first-or<lcr approximation of the true trausfonnation resulting from breast projection.

For a real-valued function f with domain S, argrninxES f ( x) is the set of elements in

domain S that achieve the global minimum iu S:

argrninxEsf(:r) = { x E S : f(:c) = minyEsf(y)} (2.1) 



13 Denote the two images obtained from different angle and different compression by Ii and 12, and asSume S1 = {X1. X2, · · ·, Xn} be a set of feature points in /1 (reference
image), and T1 = { Y1, Y2, · · ·, Y;i} be the corresponding set in I 2 ( warped image).
Particularly, X 1 and Y1 are the crossing points in each set, called the centers of S1

and T1. The crossing points X 1 and Yi are used to calculate matrix A and vector b.
Then A and b are used to obtain the affine transformation on the two sets S1 and T1.
The affine transformation <..p: <..p(x) = A:r: + b mapping S1 into T1 can be obtained by
solving the optimization problem: 

argmin;1En2 x1F,bEIF L 11 AXJ + b
- Yj 11

2
, 

j=l 

(2.2) 

where A is a 2 x 2 matrix including scaling and rotation, b E R2 is a translation 

vector. For non-invertible matrix, please see the following theorem [9]. 

Theorem 2.3.1 Let A be a real 2 x 2 rn.atri:t. Then the following statements are

equivalent: 

{l)detA=O 

(2)The row vectors of A are collinear.

(3)The column vectors of A are r:oUinear.

The solution of the above optimization problem (2.2) can be expressed [20] as:

[A, b] = ([Y]zxn[X, l]nx :3)2x:3([X, l]jx11[X, l]nx3)3)3,

where X = [X1, X2, . • •, Xn] and Y = [Yi, Y2, · · ·, Y;,j.

(2.3) 



Proof: Set A1 = [X, lhx3 and u = [A, b]r, then
14 

II 

argniinAER2 xR2 ,bER2 L II AXj + b - Yi- 11 2 = argminu II !vlu - Y 112 . (2.4) 
j=I 

Write AI= QR, where Q is an 2 x 3 matrix with orthogonal rows, and R is an 3 x 3
upper triangular invertible matrix. 
First note that we can write Y = Y1 + ;t/2, where y1 = QQTY , and y2 = Y - QQTY.
Since QTQ = I, 

QTy1 = QT QQTY = QT
Y. (2.5) 

But on the other hand 

Thus 

and 

So 

QT Y2 = QT (Y - QQTY) = QTY - QTQQTY = QTY - QTY = 0. (2.6) 

T T T T T < AIH, Y2 >= ll AI Y2 = 'll R Q Y2 = 0. 

T T 

< Y1, Y2 > = Y QQ Y2 = 0.

argrn,inu II Alu - Y 112

2 2 

= argminu II (Alu - Y1) II + II Y2 II -2 < Af u - Y1, Y2 >

2 112
= argminu II (Alu - Y1) II + II Y2 

= argrnin 11 II (A/n - yi) 112

,

(2.7) 

(2.8) 

(2.9) 



15 because II Y2 112 is independent of u; that is, adding II y2 112 changes the objective
value at the minimum, but does not change the argrnin. Now make the substitution 

a=Ru: 

argrninu II Aiu - Y 112= argmina II Qa, - Y1 112 
. (2.10) 

Since Y1 = Q(QTY), ur9n1.ina II Qa - Y1 112 has solution given by a = QTY (with
objective value II Qa - Y1 11 2= 0), and so argmin ,, II l\Iu - y1 112= n-

1 QT y1. Recall
QT YI= QTY, so 

Sou= R- 1 QTY.

argminu II Alu - y 112= R- 1
QTY. 

Therefore we have the solution 

[A, b] = ([Yhxn[X, l]nx3hx3([X, lffxn [X, l]nx3 )3;3 . 

(2.11) 

(2.12) 

D 

Similarly, for each corresponding pairs of feature sets (S1, Ti), (S2, T2), • · ·, (Sk, Tk),

we can also obtain the hcst affine transformations <p1, <p2, · · ·, 'Pk that minimize the

least square error. Note that if we consider { c.pi} as a basis, then for an arbitrary

point in Ii , we can find its affine transformation by combining the basis with different

non-linear weights. (see equation (2.11) below).

2.4 Non-linear Local Affine Transformation

The Shepard interpolation [19], which is a simple case of inverse distance weighting

to assign value to unknown points based on given points, is employed to compute

thr local affine trnm,fornrnJion r_p for each non-feature point in the image. Shepard's



Algorithm 1: [A, b] = bestAJ JineTrans(X SETSl, y SETSl, t))Input: XSETSl, YSETSl, t 
I* tis the weight of first pair of the two sets X and YOutput: Aandbisthebesta.J J inetrans J omationbetweenX andY

• Set m and n as the size of X

• Compute the weight for other pair as s = (1 - t)/(n - 1)
• Compute the minimize the least square error.

• Return [A, b] = ([Yhxn[X, l]nx3hx3([X, lJL 1JX, l]nx3)3� 3 -
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*I

Interpolation Scheme: Let F(P) be a function of the point P = (x, y) defined for all

Pin the real plane R2
, and let (Pi)� 1 be any finite collection of distinct points in R2

. 

Denote the value of F at Pi by Fi, and let 'T'i = IP - Pil be the distance between Pi 

and the generic point P in R2
:

ri = [(x - :r:i) 2 
+ (y _ J/i) 2 ] 1 /2 . (2.13) 

Assume Xi and Y; are the centers of Si and Ti , i.e., the affine transformation of Xi

is 'Pi , obtained from equation (2.3). For any othe r point Z in 11, its cor responding

local non-linear affine transformation tp is defined as

! .._.k 1·· a 

L..,,i-J (. I 'Pi 

tp(Z) = ��= 1 er;" '

'Pi' 

if('th)Z # Xi , 

if(�i)Z = Xi, 

{2.14) 

where di =I Xi - Z I is the Euclidean distance between Xi and Z. Note that non-linear

deformation mapping ,pis continuous since lirnz➔x, ,p(Z) � ,p,. Moreover, the partial

derivatives with respect to two coordinates of ,p exist at all the poin�s if o, > 1. We

choose the default value of,, a.s 2 for convenienc-e of computation. The function ,p(Z)



17 can be consideml as the first order approxiruation of the ground trnth deformation ina small neighbor of Z. It converges to the ground truth deformation when the number
of neighbors k is large enough and the feature points are evenly distributed. Note
also that rp can be expressed locally a,s a linear combination of affine transformations.
Moreover, local controls can be achieved if we add or delete feature sets in the region
of interest. 

The purpose of our image registration is to map both /1 and /2 into oue region to
get composite image, say le. 11 can be mapped to le by a translation transformation.
The non linrar local affinr transformation c.p is used to estimate the mapping between
/2 and le, which will change the shape of image le. 

In order to initialize the size of le, we have to determine the maximum and minimum 

value of /2 under the local affine transformation c.p(x), where x can be represented by 

linear combination of four corner points cj of h, 

;r, = L WjCj, 
j=l 

,j ,1 

c.p(:z:) = c.p(L WJCJ) = L WJrp(cJ)-
J=l j=l 

(2.15) 

According to equation (2.14), we know that c.p(:.r), the local affine transformation at

point x, is the linear average of ({Ji with weight 1. Therefore,

maxxrp(x) = m<u:i(ma:rJipi(cj)), min1
:rp(.z:) = ·mini(rnintp1(cj)). (2.16) 

Now we can cla."isify I<. into four different regions R 1: the points x that have only

mverse image y in 11; R2: the points x with inverse image z only from h; R3: the

points x that have inverse images y both in Ii and in h; R4: the points that do not

have any inverse image. The following strategy is used to assign gray values to the

points in J e,
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I, (:y), :r E R1, 

1c (J:) = � I2(z), XE R2, 

I i(y)+l2 (z) 
(2.17) 

2 , :r: E R3, 

0, XE R4. 

Algorithm 2: J rrw_ye = whole _bn:'.ast _ _ye'llerrition(A, b, imagell, imagel2)
Input: A, b, image fl, irna_r;el2

I* imagell will have non-linear local affine transformation and imagel2 
will have only shift ; *I 
Output: Image is combined ·inrn_qell and imagcl2
Determine the size of new image and Initialization of boundary of new image
Set sizel and size2 arc the size of the new image 
Set shif tl and shift2 are the size shift fro111 image/2 to the new image 
for each i = 1 to size 1 do 

for each j = I to size2 do 
y is a 1 by 2 vector, which is any point in the image; 
x is the correspo11cling point of y in another image after local Affine Transformation 
(Shepard interpolation fur afiiuc tra11sfunuatiu11 at crnssi11g pui11ts); 
xO is the round of x: 
if x0(l) >= 1 && x0(l) <= nrow && x0(2) >= 1 && x0(2) <= ncol

then 
Image(i,j )=image(xO( 1) ,x0(2)); 

end 
end 

end 
for each i = l + shiftl to nrow + shiftl do

. h · t·t ... t l + shi f't? dofor each .7 = l + s .1. L. ,o nco, · ·. ·-

if Imaqe(i 7·) == 0 then 
_ _ . . . 2), . '· . . . ' - ,;/11, t 

Irrwqe(i, j) = i111agc(1. - shz.ftl,.7_ 
. .. .f, 

I · . . · . J-,-f'tl ,-_ 5 J,i/t2)>2000trnn
else 1f zrnage(t - 8 11- ,] .)· > e4(i _ sh:iftl,j - shift2))/2

I ( · ·) - (I·rnr1r1e(1 7 + i.ma_q 
1nagP 1.,.7 

- ·. - ·,. 

end 
end 

end 
return Image(i, j) 



2.5 Image validation method
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The simplest validation is obtained from . . · t· f h • • • 
exc1,1mna ion o t e p1xel-w1se brightnessdifference between the reference image and th t ·f d d · e .rans orme warpe image. Howev-

er, such technique does not provide good per·for•i·riai·ic f · t t· e or mammogram reg1s ra 10n
due to the 3D various projections of the breast tissues. Even if the positions of the
image features are matched in the warped image and the reference image, the pixel
brightness of same features will be different since the path of X-ray is different. As an
initial validation, individual clinical images were transformed to mimic partial cover­
age as illustrated in (Fig. 2.2). A clinical image is split into two overlapping partial
images. One partial image was transformed by non-linear compression deformation

(the warped image) and another was not modified (the reference image). According

to the pixel values of the each points of the partial image, we then changed the gray

values of each points to get the warped image. The warped image and the reference 

image were treated as a µair of 111a11m1ognum; with different coverage. The regis­

tration error can he computed as the difference between the original image and the 

composite image after the registration. 



20 

Figure 2.2: Original image a11cl partial images (1 and 2) for validation
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Chapter 3

RESULTS AND DISCUSSION
In this section we present preliminary results using the proposed approach applied
to clinic mammograms taken from the ACRIN DMIST database of mammograms.
This work is part of a larger study of health disparities in breast cancer risk. In
that project, breast percent density and parenchymal texture of minority women and
age matched Cauca.'3ian controls from the ACRIN DMIST database [18] are being
compared. 

Fig. 3.1 ( a) and Fig. 3.1 (b) illustrate the registration of two images from a large breast

using the proposed non-linear local affine transformation with 9 pairs of feature sets.

The effect of the choice of rcfrrcucc image is show11. Fig. 3.1 ( c) shows the cornpositio11

of 3 partial views that covers the whole breast. 

Fig. 3.2 illustrates the qualitative comparison of the proposed method with the result 

of Advanced Normalization Tools (ANTs) [l]. ANTs that computes the unsupervised 

optimal rliffoomorphic transformation by minimizing the similarity measure hctwecn

the warped image and the reference image. The registered image of the warped image

(Fig. 3.2(a)) and the reference image (Fig. 3.2(a)) is shown in Fig. 3.2(c). Fig. 3.2(c)

illustrates the result of ANTs. 

Fig. 3.3 illustrates the cmnparison of the original and the registered images. The

rec 

· 

(F" 3 3( )) I tl ie u,arJJed image (Fig. 3.3(b)) are obtained from
1erence Image < 1g. . a all( vv< 

F
. · · 1 · gc fr·orr1 Fig 2 2(a) Fig. 3.3(d) illustrates

1g. 2.2(c). Fig. 3.:3(c) is the ongma una · · · 

• . . . thod and Fig. 3.3( e) shows the difference
the registered image usmg the proposed me 

between the composite awl the original images.



Figure 3.1: 
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a, b: Two partial images combined following registration, showing the
ef

f

ect of the choice of reference image. c: The same breast showing the
composition of three images in figure 1 after logarithm of gray scale
values. 

To date, we have been able to achieve anecdotal results that support continued de­

velopment and testing of this new method. Fig. 3.l(a) and Fig. 3.l(b) suggests that

the proposed method is robust, since the results of registration are similar regardless 

of the choice of the reference image (comparing Figs. 3.l(a) and 3.l(b)). Fig. 3.1 

indicates that the observable features, especially the nipple and the boundary of skin, 

have good agreement. Fig. 3.2 suggests that the results of the proposed method are 

comparable to the results of the diffeomorphic transform implemented using ANTs(an

open source software package). Particularly, the textures of the warped image are pre­

served in the registered images, and the shapes of the registered images are similar as

the refereuce irw-ige. The proposed rnetlwd l1as difficulties i11 registeriug sorne regious

of the image (corresponding to region R4, see equation (2.6)). Fig. 3.3 suggests that

the features iu the composite image show good agreement. The registration error is

I] · l 
· 

f r·lap (tl·re upper part of the registered image), since we can
srna m t re reg1011 o ove c 

I. . t· . t . por·nts only from this region.
extract the conespo11c. mg ea lll e 



a 

C 

-...,'b�1- 1f'. t.i.. -� 
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Figure 3.2: Warped image (a), reference image (u) and the result using the proposed 
method ( c) and Advanced Normalization Tools ( AN Ts) (cl). 
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Warped 

Original 
Composite Difference 

Figure 3.3: Example validation.



Chapter 4 

CONCLUSION 

25 

A novel registration task is proposed, and two methods are compared in this task. 

This study indicates that our newly proposed method provides fast and comparatively 

accurate registration of overlapping breast images. The method is effective whether 

used stand alone or for initialization of other modern registration techniques (e.g., 

diffeomorphic transformation). The major drawback of the proposed method is the 

need for manual extraction of feature points. In our future work, we will apply the 

technique to more images in the DMIST database and develop statistical measures of 

the registration accuracy which is needed for automatic feature selection (e.g., SIFT 

algorithm [15]). Finally, we plan to perform more extensive quantitative validation 

of the proposed algorithm on a series of reference and warped images extracted from 

all the applicable images in the ACRIN database. 
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